Isotopic model of oceanic silicon cycling: The Kerguelen Plateau case study
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A B S T R A C T

A box model is presented describing the time evolution for the three stable Si isotopes (or total concentration and natural isotopic compositions), both in the dissolved and biogenic pools. Temporal variations are controlled by uptake, dissolution (both with isotopic fractionation), settling/export and mixing/advection (without isotopic fractionation). The basic building blocks of the model are combined to form a setup for the Kerguelen Plateau where distinct “plateau” and “out-plateau” areas exist and where measurements were made at the end of the growth season (early 2005, KEOPS cruise: Kerguelen Ocean and Plateau compared Study). In addition, we distinguished between surface (0–100 m) and subsurface (100–400 m) water. This resulted in a model composed of eight compartments, each containing three variables (the three Si isotopes) whose time evolution can be modelled. The model does not assume steady state, and can therefore be used to simulate transient events like blooms. We applied the model to simulate the 2004–2005 growth season. The model parameterisations were kept as simple as possible. Still, the KEOPS measurements were satisfactorily reproduced and estimates of instantaneous and seasonally integrated fluxes compared well with previous literature.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The modern Si biogeochemical cycle in the ocean is dominated by biogenic silica (bSiO2) production and dissolution. The Si delivered to the ocean passes through the biological uptake and dissolution cycle about 39 times before being removed to the seabed [Treguer et al., 1995; Jin et al., 2006]. Diatoms, a phytoplankton group, are the major source of biogenic silica in the ocean, as they form opaline frustules. They are ecologically widespread and have global significance in the carbon and silicon cycles, especially in the Antarctic Circumpolar Current (ACC) south of the Polar Front (PF) where diatoms play a key role in mediating carbon export [Buesseler et al., 2001; Honjo et al., 2008]. The ACC diatom productivity, accounting for 20–35% of the global marine biogenic silica production, drives the largest surface oceanic silicic acid (Si(OH)4) latitudinal gradient, from over 60 μmol l−1 south of the PF to less than 5 μmol l−1 north of the PF [Pondaven et al., 2000; Brzezinski et al., 2001; Jin et al., 2006].

In the ocean, especially in the Southern Ocean, biological processes are superimposed on physical processes, setting the modern oceanic nutrient distribution [Sarmiento et al., 2007]. Nutrient-rich deep water masses ascend to the surface mainly south of the PF and a fraction of these waters gains buoyancy to form the so-called Antarctic Surface Water (AASW, Fig. 1). The AASW is transported northward by a net Ekman transport drift under the influence of the westerly winds. Then the AASW mixes with warmer upper-ocean waters to the north mainly via intermediate water mass formation in the northern ACC, supplying nutrients to the low latitude thermocline area [Sarmiento et al., 2004; Watson and Garabato, 2006]. Therefore, biological processes occurring in the Southern Ocean have an impact on global biogeochemistry: as a result of the large silicic acid utilization by diatoms in the ACC, the low latitude areas are strongly silicon limited, and this has a significantly impact on the global carbon biological pump [Sarmiento et al., 2004; Matsumoto and Sarmiento, 2008].

Still, large uncertainties are associated with Si-flux estimations owing to (1) the scarcity of the data on biogenic silica production...
and dissolution, (2) the difficulty to discriminate between biological and physical processes (Jin et al., 2006), (3) the fact that the interpretation of integrated bSiO$_2$ production-dissolution rates and bSiO$_2$ export is plagued by their strong temporal and spatial variabilities, as well as (4) by artefacts associated with their measurements (e.g., bottle effects, “snapshot” fluxes measurements over 24 h, sediment trap biases, model assumptions). Thus tracers with different sensitivities to physical and biological processes are of great complementary use. Natural silicon isotopic composition is a promising tool to progress on this issue. Si has three stable isotopes and their relative abundances are the result of several distinct processes: 

Si-uptake (=bSiO$_2$ production at the seasonal scale): Light $^{28}$Si isotopes are preferentially incorporated into biogenic silica with an isotopic fractionation factor ($^{30}a_T$) of 0.9989 ± 0.0004 (De La Rocha et al., 1997) which appears relatively constant across different biogeochemical conditions (e.g., Varela et al., 2004; Alleman et al., 2005; Reynolds et al., 2006; Beucher et al., 2008; Cavagna et al., 2011b). By compiling previous ACC estimates, Fripiat et al. (2011b) refined the mean ACC isotopic fractionation factor to 0.9988 ± 0.0002, which is indistinguishable from the previous estimates but has a reduced standard deviation.

bSiO$_2$ dissolution: During biogenic silica dissolution preferentially light silicon isotopes are released with a fractionation factor ($^{30}a_T$) of 0.99945 (Demarest et al., 2009). This isotopic fractionation counteracts the one occurring during Si-uptake and is about half of its absolute magnitude. By increasing the bSiO$_2$ dissolution-to-production ($D:P$) ratio, the overall isotopic fractionation factor for the net biogenic silica production would be dampened (Demarest et al., 2009).

Si supply and removal: Mixing does not fractionate silicon isotopes, the resulting mixing product falls on a mixing line defined by the Si properties of the end-members, i.e., their Si(OH)$_4$ contents and Si isotopic signatures (Fripiat et al., 2011a,b). The biogenic silica produced can sink and be removed from the water column (without isotopic fractionation).

The local Si-isotopic compositions of bSiO$_2$ and Si(OH)$_4$ are a reflection of the combined effect of the above processes, integrated over daily to seasonal timescales.

Since decades biogeochemists use the mass and isotopic balances from short-term (≤ 24 h) stable isotopic tracer incubations ($^{14}$C, $^{15}$N, $^{28}$Si) to estimate nutrient uptake and regeneration fluxes, i.e., gross primary production (e.g., Elskens et al., 2002; Cavagna et al., 2011a), N-uptake regime (e.g., Dugdale and Goering, 1967; Elskens et al., 2005), and bSiO$_2$ production and dissolution (Nelson and Goering, 1977a,b; de Brauwere et al., 2005; Elskens et al., 2007). By analogy with these short-term incubations, we present a box model for the cycling of the three Si isotopes in silicic acid and biogenic silica between several boxes, over the period of one growing season. While the incubation experiments provide point estimates of the different fluxes, the present model is intended to offer estimates over larger areas and longer periods of time. The structure of the equations is generic and the different terms can be combined according to the application under study. The KEOPS (Kergulen Ocean and Plateau compared Study) experiment in the Antarctic Zone (AZ) above and east of the Kergulen Plateau (Blain et al., 2007; Fripiat et al., 2011b) is used as a case study for this model (Fig. 2). The KEOPS model set-up consists of four boxes, representing two horizontal layers and two lateral zones. In each box silicic acid and biogenic silica is modelled, and the compartments are linked by
processes of bSiO2 production, dissolution, settling and Si(OH)4 mixing. It is the first attempt to solve the seasonal natural silicon mass and isotopic balances in an oceanic process study by taking into account all these processes simultaneously.

Summarized, the objectives of the study are the following:

(1) Design of a new generic, non-steady state box model for the cycling of Si isotopes and its spatio-temporal variability. The originality of this model lies in the fact that it combines information from natural proxies (delta values), which provide time-integrated signals about ecological processes, with a tracer modelling approach, enabling to quantify exchange rates (fluxes) between the different ecological compartments, both instantaneous and seasonally integrated;

(2) Application of this model to the 2004–2005 growth season in the Kerguelen Plateau area as an illustration of its potential for reproducing the spatio-temporal evolution of Si concentration and composition;

(3) Comparison with the observations made during the KEOPS cruise in order to constrain the values of the model parameters, i.e., allowing a simultaneous estimation of uptake dissolution, settling and mixing fluxes.

The remainder of the manuscript is structured as follows. First, a brief introduction is given on the study domain and the KEOPS concentration and silicon isotopic composition of bSiO2 and Si(OH)4 values of the rate parameters (Section 4). Putting these pieces of information together allows to present and discuss the modelling results in Section 5. In the final section, the main achievements are summarised.

2. KEOPS study domain and sampling scheme

The methodology followed to measure the natural isotopic composition and the resulting dataset used in this study are described in detail in Fripiat et al. (2011b). Briefly, the KEOPS cruise (19 January to 13 February 2005, aboard R.V. Marion Dufresne; Fig. 2) was conducted to investigate a naturally iron-fertilized area located south-east of the Kerguelen Islands in the Indian sector of the Southern Ocean where a well-developed bloom is observed annually (Blain et al., 2007; Mongin et al., 2008). The cruise track consisted of three transects across the plateau (bathymetry <500 m) and covering a part of the off-plateau high nutrient low Chl-a (HNLC) area (bathymetry >1000 m) (Fig. 2). Samples for concentration and silicon isotopic composition of bSiO2 and Si(OH)4 were collected at seven stations.

Following the productivity criteria from Uitz et al. (2009), Fripiat et al. (2011b, this dataset) defined three distinct characteristic areas: the “plateau” area comprising the iron fertilized bloom, the “out-plateau area” located in the HNLC area South-East of the Kerguelen Plateau, and the remaining stations which were in-between these two contrasting groups. In this study, we only distinguish the “plateau” and “out plateau” areas (Fig. 2).

Satellite-derived Chl-a data for the 2004–2005 season indicated that the bloom started in early November 2004, reached its maximum in December 2004 and collapsed in February 2005. This means that the KEOPS campaign was conducted during the demise of the bloom just at the onset of the deep winter convective mixing (Mongin et al., 2008).

A typical water mass structure of the AZ upper layer was observed across the KEOPS area (Park et al. (2008), Fig. 1): the mixed layer (ML, depth range=0–100 m), the Winter Water (WW, depth range=100–400 m), and the Upper Circumpolar Deep Water (UCDW, depth range=400–1400 m). The structure of the AZ upper layer displays a seasonal cycle, featuring a single deep convective layer (AASW) in winter, followed in summer by a stratified mixed layer at the surface and a remnant of the deep winter mixed layer below, the so-called Winter Water (WW) (Park et al., 1998).

3. Model description

3.1. Model structure

Fig. 3 shows the general model structure for the KEOPS case study, reflecting the knowledge on the system described above. Four boxes are defined representing two depth zones (surface ML and subsurface WW) and the two KEOPS areas (“plateau” and “out plateau” areas, cf. Section 2). Each spatial box has two compartments: the Si(OH)4 (or dissolved Si, D) and bSiO2 (or biogenic Si, B) pools. In each of these Si pools the three stable isotopes (30Si, 28Si and 29Si) are represented. This results in a total of 24 variables whose time-evolution can be simulated by the model. The isotope concentrations in the different compartments vary with time due to four processes which transfer mass between the pools: uptake, dissolution, settling and Si(OH)4 mixing/advection (cf. the arrows in Fig. 3). Depending on the intensity of each of these processes, the time-evolution of the Si concentrations will be different. One of the main advantages of such a model resides in assessing the result of different process intensities. The model setup providing the closest agreement with field observations may then be interpreted to have the highest probability to be close to “reality”. In Section 4, we will discuss in more details the strategy followed to identify the significant processes (amongst the ones considered in the general model, Fig. 3) and to assign a value to the associated model parameters.

3.2. Isotopic notation and fractionation

In biogeochemical studies involving stable isotopes, the relative abundance of the different isotopes are generally expressed using the delta notation. The delta value (in ‰) expresses the ratio of the isotopic ratios of the sample relative to a standard (NBS28 for Si), as follows:

\[
\delta^{30}\text{Si} = \left( \frac{30^R_{sample}}{30^R_{NBS28}} - 1 \right) \times 1000
\]

where \(30^R\) defines the \(30\text{Si}^{30}\text{Si}\) isotopic ratio. Similarly, \(\delta^{29}\text{Si}\) can be calculated from the \(29\text{Si}^{30}\text{Si}\) isotopic ratios (\(29^R\)). The delta value is a relative measurement: only the difference between the isotopic ratios is measured. Therefore it is not necessary to know the real values for the measured isotopic ratios (Cardinal et al., 2003).

Although the field measurements are generally reported in delta-values and total Si concentrations (i.e., the sum of the three isotope concentrations), it was chosen to write the model equations in terms of the isotopic moles (i.e., the concentrations of the isotopes multiplied by the box volumes), because this results in more regular and simple equations. For comparison with the observations the model outputs can always be transformed back into total concentrations and deltas, or vice-versa:

\[
[30\text{Si}] = \frac{\left(30^R_{sample}\right) \times [\text{Si}]}{1 + \left(29^R_{sample}\right) + \left(30^R_{sample}\right)}
\]
Fig. 4. Relation between the three Si isotopes in terms of (a) isotopic ratios and (b) isotopic abundances. The black dots represent 1000 measurements (rocks, freshwater and marine living diatoms and dissolved silicon) obtained with the MC-ICP-MS (Université Libre de Bruxelles, Belgium) following Abraham et al. (2008) methodology. The gray cross is the crustal isotopic composition (Rosman and Taylor, 1998) and the red and blue lines the isotopic distribution following, respectively, a kinetic or an equilibrium fractionation law (Young et al., 2002). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
\[
\begin{align*}
\frac{[^{29}\text{Si}]}{[^{28}\text{Si}]} & = \frac{\left(\frac{[^{29}\text{R}]}{[^{28}\text{R}]_{\text{sample}}} \times [\text{Si}]ight)}{1 + \left(\frac{[^{29}\text{R}]}{[^{28}\text{R}]_{\text{sample}}} \times [\text{Si}]\right)} \\
\frac{[^{28}\text{R}]}{[^{30}\text{R}]} & = \frac{1 \times [\text{Si}]}{1 + \left(\frac{[^{29}\text{R}]}{[^{30}\text{R}]_{\text{sample}}} \times [\text{Si}]\right)}
\end{align*}
\]  

where \([^{30}\text{Si}]+[^{29}\text{Si}]+[^{28}\text{Si}]=\text{[Si]}\), the total Si concentration. The absolute Si-isotopic ratios from Rosman and Taylor (1998) have been chosen to represent the \(R_{\text{NBS28}}=0.033473\) and 0.050778 for \(^{30}\text{Si}:^{28}\text{Si}\) and \(^{29}\text{Si}:^{28}\text{Si}\), respectively – in order to calculate the \(R_{\text{Sample}}\) by rearranging Eq. (1).

Si-isotopic fractionation on earth is mass-dependent (Georg et al., 2007; Reynolds et al., 2007) implying a Si-isotopic distribution using a three isotopes plot (30:28 vs. 29:28) on a terrestrial mass fractionation line either using the isotopic ratios (Fig. 4a), the isotopic abundances (Fig. 4b), or delta values (Reynolds et al., 2007). Depending on whether the fractionation is kinetic or at equilibrium, the slope of this line varies (Young et al., 2002). Nevertheless the terrestrial mass fractionation lines estimated either with kinetic or equilibrium isotopic fractionation laws are shown to be undistinguishable in Fig. 4, at least with the current analytical precision on Si isotope measurements.

Kinetic isotopic fractionation implies different reaction rates for the three Si-isotopes when a product is created from a substrate. The light \(^{28}\text{Si}\)-bearing molecules are reacting faster than \(^{29}\text{Si}\)- or \(^{30}\text{Si}\)-bearing molecules and a kinetic isotopic fractionation factor can be computed as follows:

\[a_{\text{kinetic}}^{30} = \frac{k^{30}}{k^{28}}\]  

where \(k\) is the rate constant for the molecules bearing the \(^{a}\text{Si}\) isotope. Eq. (5) can be adapted for \(^{29}\text{Si}\) and \(^{28}\text{Si}\) (for which \(z=1\)) assuming mass-dependent isotopic fractionation (Young et al., 2002).

Equilibrium isotopic fractionation also implies different reaction rates for the three Si-isotopes but substrate and product are transformed by a forward (=f) and backward (=b) reaction. The equilibrium fractionation factor can be computed as follows:

\[a_{\text{equilibrium}}^{30} = \frac{k^{30} / k^{28}}{k^{30} / k^{28}_{0}}\]  

We decided to use a kinetic isotopic fractionation law for both biogenic silica production and dissolution in the model. For this reason, in the following discussion \(z^{30}\) always refers to the kinetic isotopic fractionation factor. For biogenic silica production, this seems to be adequate as bSiO$_2$ is polymerized in a vesicle, called the “silicon vesicle deposit”, isolated from the dissolved silicon substrate (Martin-Jezequel et al., 2000). Metabolic balance could modify the extent of the isotopic fractionation depending on where Si-isotopic fractionation occurs and on the ratio of silicic acid entering into and coming out of the cells (Milligan et al., 2004; Fripiat et al., 2012). Since the substrate is removed from the system, the isotopic fractionation cannot be at equilibrium. For bSiO$_2$ dissolution the assumption of kinetic fractionation is more arguable. Although dissolving biogenic silica is directly in contact with the dissolved silicon pool and could theoretically take part in a bidirectional isotopic exchange, equilibrium isotopic fractionation implies that forward and reverse reaction occur at equal rates, which seems unlikely to be the case in the surface ocean as generally there is a measurable bSiO$_2$ dissolution.

### 3.3. Model equations

The model equations are made up of terms referring to the processes affecting each Si pool. The process term formulations are not specific to the Kerguelen case study, however the way the boxes and processes are combined are. The general model for the KEOPS set-up considers 24 variables (3 isotopes of Si in 8 compartments) and 18 processes, each quantified by one (a priori unknown) parameter (Table 1). In addition to these process rate parameters, there are a number of model parameters which are fixed beforehand. This means their value is derived from literature or from external information, and not by matching the model to observations. These fixed model parameters are described and referenced in Table 2. The box areas (in the horizontal) are estimated to be as in Fig. 2 (see Table 2 for the box volumes).

As the measurements available to calibrate the model are rather limited, we wanted to keep the model as simple as possible. But even when staying with simple one-parameter formulations for each process, different choices are still possible. For the uptake process we considered the following three alternatives:

- A zero-order formulation assumes the process to transfer a constant amount of Si per unit of time:

  \[\text{uptake(box i, zero order)} = F_{Ui}\]  

- A first-order representation implies that the magnitude of the process at each time is proportional to the amount of substrate (D):

  \[\text{uptake(box i, first order)} = k_{Ui}D_{i}\]  

- A second-order reaction formulation takes into account the amount of biogenic silica (B), in addition to the dissolved

| Table 1 | Model variables, processes and rate parameters. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Symbol | Meaning | Symbol | Meaning | Process | Parameter | Meaning | Isotopic fractionation | Units | Reaction order |
| $^{18}$D$_i$ | Moles of dissolved $^{18}$Si in box i (i=28, 29, 30; i=1, 2, 3, 4). | $^{29}$R | Moles of biogenic silica $^{29}$Si in box i (i=28, 29, 30; i=1, 2, 3, 4). |
| $^{30}$R | Moles of dissolved $^{30}$Si in box i (i=28, 29, 30; i=1, 2, 3, 4). |
| Uptake | $k_{Ui}$ | Uptake rate constant for $^{28}$Si in box i | Yes | [day$^{-1}$] | Second |
| Dissolution | $k_{Di}$ | Dissolution rate constant for $^{28}$Si in box i | Yes | [day$^{-1}$] | First |
| Sedimentation | $k_{Si}$ | Sedimentation/export rate constant from box i to j | No | [day$^{-1}$] | First |
| Advection/mixing | $F_{0}$ | Mean mass flux from box i to j | No | [moles day$^{-1}$] | Zero |
comparison test because Pondaven et al. (1998) used it to simulate an affinity (1/)
formulations (Eqs. (7)–(9)). A Michaelis–Menten saturation function was also tested, in addition to the zero-, first- and second-order
orders reaction, having a rate constant varying in time ( ). Note that this representation can be interpreted as a pseudo-first
up for Si, to be multiplied with to get uptake rate constant of a specific isotope
account for the plateau ( Fig. 5 ). Dissolution and uptake process is simulated for a simplified KEOPS set-up focused on the surface layer on the plateau ( Fig. 5 ). Biogenic silica dissolution and silicic acid supply have been simulated assuming first order equation in all cases ( ). Biogenic silica export has been simulated assuming first order processes; instead it has the advantage to require only one parameter. Isotopic fractionation is considered in the model by the use of different rate constants for each isotope ( ), with as uptake rate constant.

Fixed model parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meaning</th>
<th>Values</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_D$</td>
<td>Isotopic fractionation factor during uptake for $^4$Si, to be multiplied with $k_{Di}$ to get uptake rate constant of a specific isotope</td>
<td>$\alpha_D^1=1$</td>
<td>De La Rocha et al., 1997</td>
</tr>
<tr>
<td>$a_D$</td>
<td>Isotopic fractionation factor during dissolution for $^4$Si, to be multiplied with $k_{Di}$ to get uptake rate constant of a specific isotope</td>
<td>$\alpha_D^2=0.9994$</td>
<td>Demarest et al., 2009</td>
</tr>
<tr>
<td>$^{9}$Abottom</td>
<td>$^4$Si abundance ($n=28, 29, 30$) assumed for Water coming from below (UCDW abundance)</td>
<td>$^{29}$Abottom=$0.92223$</td>
<td>Fripiat et al., 2011b</td>
</tr>
<tr>
<td>$^{10}$Abottom</td>
<td>$^4$Si abundance ($n=28, 29, 30$) assumed for Water coming from below (UCDW abundance)</td>
<td>$^{29}$Abottom=$0.04686$</td>
<td></td>
</tr>
<tr>
<td>$^{13}$Abottom</td>
<td>$^4$Si abundance ($n=28, 29, 30$) assumed for Water coming from below (UCDW abundance)</td>
<td>$^{10}$Abottom=$0.03091$</td>
<td></td>
</tr>
<tr>
<td>$V_i$</td>
<td>Volume of box i (in liters)</td>
<td>$V_1=4.0e15$</td>
<td>Mongin et al., 2008</td>
</tr>
<tr>
<td>$V_i$</td>
<td>Volume of box i (in liters)</td>
<td>$V_2=1.2e16$</td>
<td></td>
</tr>
<tr>
<td>$V_i$</td>
<td>Volume of box i (in liters)</td>
<td>$V_3=2.0e16$</td>
<td></td>
</tr>
<tr>
<td>$V_i$</td>
<td>Volume of box i (in liters)</td>
<td>$V_4=5.9e16$</td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td>Time period of simulation (i.e., growth period, in days)</td>
<td>85</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5 shows that the second order relationship gives results very similar to the Michaelis–Menten relationship. Therefore, we used a second-order formulation (Eq. (9)) for the uptake processes, because it has the advantage to require only one parameter. Isotopic fractionation is considered in the model by the use of different rate constants for each isotope ( ), with as uptake rate constant.

\[
\text{uptake(box i,second order)} = k_{Di}D_iB_i
\]

(9)

Note that this representation can be interpreted as a pseudo-first order reaction, having a rate constant varying in time ( ).

The most suitable reaction order for the uptake process was determined based on a preliminary model test, in which the uptake process is simulated for a simplified KEOPS set-up focusing on the surface layer on the plateau ( Fig. 5 ). Dissolution and mixing/advection (“supply”) is neglected, only $\text{SiO}_2$ export is included besides uptake. A Michaelis–Menten saturation function was also tested, in addition to the zero-, first- and second-order formulations (Eqs. (7)–(9)). A Michaelis–Menten saturation function takes into account the maximum uptake capacity ($V_{max}$) and an affinity ($1/K_{Si}$) for a substrate as follows:

\[
\text{uptake(box i,Michaelis–Menten)} = \frac{V_{max}}{K_{Si}+D_i}D_iB_i
\]

(10)

Although it requires two parameters, we included it in the comparison test because Pondaven et al. (1998) used it to simulate Si-uptake dynamics at the KERFIX station ( Fig. 2 ). Nevertheless, $\text{SiO}_2$ dissolution and export were described by first order equations in the model. This formulation is simple but agrees with the intuition that the flux is proportional to the amount of “substrate” (amount present in the pool of origin). This means that when no $\text{SiO}_2$ is present, there is no dissolution or export flux. For dissolution, isotopic fractionation is considered in a similar way as for uptake, but with its own isotopic fractionation factors (see Table 2). For the settling process no isotopic fractionation is assumed, as it is a purely physical phenomenon. However, in reality it is possible that different diatom species with different export efficiencies (Krause et al., 2010) and isotopic compositions result in a pseudo isotopic fractionation of the Si-isotopic signatures, as suggested in Cardinal et al. (2007) and Cavagna et al. (2011b).

Finally, the vertical and lateral “mixing/advection” terms are described by zero-order equations. Theoretically, mass could be transferred between two boxes by mixing/advection in both directions. However, including mixing/advection fluxes in two directions would seriously weigh down the model. In addition, it would be difficult to validate the individual flux values due to very little information generally available on the physical mass transfers. Instead, only one “net” flux is considered (Fig. 3), which will be positive if net mass transfer is in the “default” direction (indicated in Fig. 3 by the largest cap) and negative otherwise. Knowing that the “mixing” fluxes must be interpreted as net mass transfer, it seems inappropriate to parameterise them as first order processes; instead zero-order (constant flux) formulations were chosen. No isotopic fractionation is considered for these fluxes.

Combining the above-discussed choices results in the following equations for box 1 in the KEOPS set-up (for as):

\[
\frac{dD_1^n}{dt} = -k_{U1}x_0^n D_1^n B_1^n + k_{U1}x_0^n D_1^n B_1^n + F_{21} D_2^n D_1^n D_3^n,
\]

(11)

\[
\frac{dD_3^n}{dt} = k_{U1}x_0^n D_2^n B_1^n - F_{21} D_2^n F_{31} D_1^n D_3^n,
\]

(12)

for box 2:

\[
\frac{dD_2^n}{dt} = -k_{U2}x_0^n D_2^n B_2^n + k_{U2}x_0^n D_2^n B_2^n - F_{21} D_2^n F_{31} D_1^n D_3^n + F_{42} D_3^n + F_{42} A_{bottom}^n,
\]

(13)
\[
\frac{dD_{n}}{dt} = k_{U4}x_{4}D_{4}^{i}B_{3}^{i} + k_{D4}x_{4}D_{4}^{i}B_{3}^{i} - F_{3} \frac{D_{3}^{i}}{D_{3}^{i}} - F_{4} \frac{D_{4}^{i}}{D_{4}^{i}},
\]

for box 3:

\[
\frac{dB_{n}}{dt} = -k_{U3}x_{3}D_{3}^{i}B_{2}^{i} + k_{D3}x_{3}D_{3}^{i}B_{2}^{i} + F_{3} \frac{D_{3}^{i}}{D_{3}^{i}} - F_{4} \frac{D_{4}^{i}}{D_{4}^{i}},
\]

and for box 4:

\[
\frac{dB_{n}}{dt} = k_{U4}x_{4}D_{4}^{i}B_{3}^{i} + k_{D4}x_{4}D_{4}^{i}B_{3}^{i} - F_{3} \frac{D_{3}^{i}}{D_{3}^{i}} - F_{4} \frac{D_{4}^{i}}{D_{4}^{i}} + F_{W}A_{W}^{i},
\]

The symbols are explained in Fig. 3, Tables 1 and 2. The equations were integrated using the MATLAB (4,5) Runge–Kutta solver, in order to simulate the time evolution of the 24 state variables. By matching these modelled Si concentrations to the measured Si concentrations, the symbols are explained in Fig. 3, Tables 1 and 2. The followed procedure to do this is described in Section 4.

Note that by including equations for all three isotopes we do not pretend that they behave independently (cf. Section 3.2). Nevertheless, it is valuable to include the three in the model, because the measurements are available and every additional measurement brings some additional information. In the worst case, the measurements of the two isotopic compositions are like "replicates" of the same quantity. The number of unknown rate parameters does not increase by adding or removing the equations of one isotope (cf. Eqs. (11)–(18)).

3.4. Integrated flux for each process

For given parameter values, the total (seasonally integrated) molar flux of each process can be found by integrating over the simulation period (T). For the export flux (in moles), this boils down to:

\[
\text{export flux from box } i \text{ to } j = k_{S_{ij}} \left( \int_{0}^{T} B_{28}^{i}(t)dt + \int_{0}^{T} B_{29}^{i}(t)dt + \int_{0}^{T} B_{30}^{i}(t)dt \right). \tag{19}
\]

For the uptake and dissolution processes, we also have to take the isotopic fractionation into account:

uptake flux in box \(i\):

\[
k_{U_{i}} \left( \int_{0}^{T} x_{28}D_{28}^{i}(t)dt + \int_{0}^{T} x_{29}D_{29}^{i}(t)dt + \int_{0}^{T} x_{30}D_{30}^{i}(t)dt \right) \tag{20}
\]

dissolution flux in box \(i\):

\[
k_{D_{i}} \left( \int_{0}^{T} x_{28}B_{28}^{i}(t)dt + \int_{0}^{T} x_{29}B_{29}^{i}(t)dt + \int_{0}^{T} x_{30}B_{30}^{i}(t)dt \right). \tag{21}
\]

As mixing/advection are described using zero-order equations, multiplying the mixing/advection parameter by the time period gives the integrated fluxes in moles.

3.5. Determination of box-averaged values

The major assumption underlying any box model is that each box is homogeneous, and consequently can be characterized by a single concentration (i.e., in this case for every given time for each isotope). However, in every box, water is sampled at several stations and several depths (Fig. 2). Therefore, the question arises which single value must be assigned for each box. According to the box model assumption, the chosen values must be representative for the "central tendency" of the boxes. In addition to this central value, an estimate of the range of internal variability is required to know up to which precision the model must fit the measurements. If all the measurements within one box are symmetrically distributed, both the mean and the median are appropriate metrics to represent the "central tendency". Otherwise, the median should preferably be used (Daszykowski et al., 2007). For every compartment, median, mean, standard deviation, interquartile range and skewness of the measurements were computed (Table 3).

The mean and the median are generally very close; therefore both are probably appropriate metrics for characterizing the boxes' concentrations and isotopic compositions. Nevertheless, the skewness metric indicates that the data are not always distributed in a symmetric way. The standard deviations and 3/4 \times \text{the interquartile range (i.e., the difference between the 75th and the 25th percentile) should be similar if the measurements are (approximately) normally distributed. In most cases, the standard deviation is higher. Therefore, we used the interquartile range as a measure of the dispersion and the median value as central box value. Note that the interquartile range thus only represents the variability of the measurements within a compartment, and does not account explicitly for the analytical precision. Remarkably, the within-box interquartile range \(\times 3/4\) (=1 standard deviation in the case of a normal distribution) found for the delta values is of the same order of magnitude as the analytical precision, generally reported to be 0.1% (1 SD). However, the analytical uncertainty could be considerably higher than this value, at least according to inter-laboratory comparisons (Reynolds et al., 2007). In other words, the uncertainty range that we use in this study to assess the model fit is a lower bound estimate of the real uncertainty that could be associated with the median box values.

3.6. Initial conditions and bloom period

Eqs. (11)–(18) must be integrated (in time) in order to find the time evolution of \([^{28}\text{Si}]/[{^{29}\text{Si}}]\) and \([^{30}\text{Si}]/[{^{29}\text{Si}}]\) in each compartment. According to our objectives, we would like to integrate over the whole period of the 2004–2005 growth season. In other words, the number of moles of each isotope in each compartment at the onset (or just before) the bloom must be given (i.e., the initial conditions), as well as the bloom period. The rationale for defining these values is given in this section.

The temporal evolution of the silicon isotopes in the "out plateau" area reflects the seasonal dynamics described for the AZ in Section 2 (Fripiat et al., 2011b): (1) the WW is representative of the mixed layer Si-source, and (2) the WW is an interface where the final summer ML and UCDW mix together during the winter convective mixing, to generate a homogeneous layer in the upper 400 m, constituting the AASW. Consequently, the "out plateau" WW is assumed to be representative of the initial conditions (just before the bloom), both in the surface and subsurface "out plateau" boxes (boxes 3 and 4).

For the "plateau" area there are two possible initial conditions:

(1) Owing to the rapid (~3 months) ventilation of the water masses above the plateau coming mainly from the "out plateau" area (Park et al., 2008), the "out plateau" WW could be representative of the initial conditions in the "plateau" area as well (Fripiat et al., 2011b). A summer alteration of the WW above the plateau was suggested by Fripiat et al. (2011b) and it was hypothesized to result mainly from a subsurface Si-uptake during the growth period.

(2) At the KERFIX station (see Fig. 2 for the location) – and during a different year than the KEOPS cruise – Pondaven et al., 1998...
measured a subsurface WW Si(OH)₄ concentration close to the “plateau” WW. This implies that there is a significantly different WW west of the plateau which could be a more relevant Si-source for the “plateau” WW (see Table 3 for characteristics).

After testing the different possibilities, it appeared that the best results were found with initial conditions (2), and hence these conditions are used for the results shown below. This is also in agreement with the measurement from the recent KEOPS2 cruise at the same place in November 2011, showing silicic acid concentration in the “plateau” WW not significantly different from conditions (2) (Blain, 2012, personal communication). Starting from these initial conditions, the model will be integrated during the growing season until the time of the KEOPS measurements, at the end of the bloom.

The growing season has been estimated to last 85 day, based on satellite images and modelling (Mongin et al., 2008), and to end at the time of the KEOPS cruise. The sensitivity of the model to these choices will be discussed in Section 5.3.

### 4. Parameter estimation or how to quantify the processes

#### 4.1. General strategy

An important objective of the current study is to use the model to make statements about the dominant processes responsible for the observed Si-isotopic distribution and to assign flux values to these processes. In this model each process is described by a single rate parameter. The question thus comes down to identifying and quantifying the non-zero rate parameters. If one wants to infer parameter values from a model-observation comparison, two general strategies can be followed. The first strategy is to “turn the (parameter) buttons” manually until a reasonable agreement is achieved between model and data. The alternative is to apply an inverse method to “objectively” match model and data to find the optimal parameter values. However, in the current case both strategies are problematic. Manual tuning is complicated because there are many parameters (18). Furthermore, guarantees about the robustness of the results are difficult because one cannot try all possible combinations. Unfortunately, we cannot apply an inverse method either, because the problem is ill-posed. Indeed, there are only very little data that can be used to infer the relatively high number of parameters. Therefore, we decided to use an intermediate approach, inspired by Brun et al. (2001). Note that in the following we will often simply refer to the rate parameters as “parameters”.

**Step 1: Propose parameter values for “total model” by manual tuning.** By a first crude manual tuning, we assign first guess values to all 18 rate parameters. This “total model” will be the starting point for the next steps.

**Step 2: Use prior knowledge to reduce the number of parameters to be estimated.** For an inverse method to have any sense it is essential to reduce the number of parameters to be estimated. This means we have to neglect processes (i.e., set their parameter to zero) or to set some parameters in the total model to fixed values. This can be done by using prior knowledge under the form of independent estimates from previous studies or reasonable assumptions based on previous experience. If necessary, total model sensitivities can also be a valuable tool to decide which parameters can be kept constant, because they anyway do not influence the model results much. This step may seem logical (it is standard practice when tuning a model manually), but it has one important consequence: the prior knowledge is “used up” and cannot be used anymore to validate the model.

#### Table 3

Statistical properties of the measurements within each box. Stations A3-1, A3-2, B1 are used for boxes 1 and 2, while stations B11, C11-1, C11-2 are used for boxes 3 and 4 (see Fripiat et al., 2011b).

<table>
<thead>
<tr>
<th>Box</th>
<th>Species</th>
<th>Data</th>
<th>Mean</th>
<th>Median</th>
<th>Skewness</th>
<th>Standard deviation</th>
<th>Interquartile range 3/4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Si(OH)₄ (µM)</td>
<td>10</td>
<td>2.11</td>
<td>1.79</td>
<td>1.10</td>
<td>1.03</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>δ²⁸SiO₂ (‰)</td>
<td>3</td>
<td>1.31</td>
<td>1.30</td>
<td>1.73</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>δ²⁹SiO₂ (‰)</td>
<td>3</td>
<td>2.56</td>
<td>2.51</td>
<td>1.73</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>bSiO₂ (µM)</td>
<td>11</td>
<td>3.08</td>
<td>3.12</td>
<td>0.14</td>
<td>1.12</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>δ²⁹SiO₂ (‰)</td>
<td>7</td>
<td>1.13</td>
<td>1.11</td>
<td>−0.20</td>
<td>0.11</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>δ³⁰SiO₂ (‰)</td>
<td>7</td>
<td>2.29</td>
<td>2.26</td>
<td>−0.03</td>
<td>0.15</td>
<td>0.17</td>
</tr>
<tr>
<td>2</td>
<td>Si(OH)₄ (µM)</td>
<td>16</td>
<td>34.5</td>
<td>33.9</td>
<td>−0.15</td>
<td>16.9</td>
<td>20.6</td>
</tr>
<tr>
<td></td>
<td>δ²⁸SiO₂ (‰)</td>
<td>13</td>
<td>0.95</td>
<td>0.96</td>
<td>−0.56</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>δ²⁹SiO₂ (‰)</td>
<td>13</td>
<td>1.85</td>
<td>1.87</td>
<td>−0.61</td>
<td>0.25</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>bSiO₂ (µM)</td>
<td>35</td>
<td>4.70</td>
<td>2.90</td>
<td>2.26</td>
<td>4.40</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>δ²⁹SiO₂ (‰)</td>
<td>3</td>
<td>0.94</td>
<td>0.94</td>
<td>−1.49</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>δ³⁰SiO₂ (‰)</td>
<td>3</td>
<td>1.90</td>
<td>1.96</td>
<td>−1.73</td>
<td>0.10</td>
<td>0.06</td>
</tr>
<tr>
<td>3</td>
<td>Si(OH)₄ (µM)</td>
<td>11</td>
<td>27.2</td>
<td>25.9</td>
<td>1.11</td>
<td>2.26</td>
<td>2.04</td>
</tr>
<tr>
<td></td>
<td>δ²⁸SiO₂ (‰)</td>
<td>12</td>
<td>1.12</td>
<td>1.14</td>
<td>−0.31</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>δ²⁹SiO₂ (‰)</td>
<td>12</td>
<td>2.19</td>
<td>2.22</td>
<td>−0.72</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>bSiO₂ (µM)</td>
<td>12</td>
<td>2.02</td>
<td>1.88</td>
<td>0.82</td>
<td>0.56</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>δ²⁹SiO₂ (‰)</td>
<td>10</td>
<td>0.27</td>
<td>0.56</td>
<td>0.03</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>δ³⁰SiO₂ (‰)</td>
<td>10</td>
<td>1.14</td>
<td>1.13</td>
<td>0.44</td>
<td>0.15</td>
<td>0.10</td>
</tr>
<tr>
<td>4</td>
<td>Si(OH)₄ (µM)</td>
<td>14</td>
<td>57.4</td>
<td>57.4</td>
<td>−0.25</td>
<td>14.1</td>
<td>17.2</td>
</tr>
<tr>
<td></td>
<td>δ²⁸SiO₂ (‰)</td>
<td>12</td>
<td>0.78</td>
<td>0.79</td>
<td>0.38</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>δ²⁹SiO₂ (‰)</td>
<td>13</td>
<td>1.50</td>
<td>1.51</td>
<td>0.22</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>bSiO₂ (µM)</td>
<td>23</td>
<td>1.31</td>
<td>0.97</td>
<td>1.12</td>
<td>0.90</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>δ²⁹SiO₂ (‰)</td>
<td>4</td>
<td>0.55</td>
<td>0.55</td>
<td>−0.47</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>δ³⁰SiO₂ (‰)</td>
<td>4</td>
<td>1.08</td>
<td>1.09</td>
<td>−0.60</td>
<td>0.08</td>
<td>0.05</td>
</tr>
</tbody>
</table>

*a Values used as initial conditions for box 1 and 2 (WW plateau).

*b Values used as initial conditions for box 3 and 4 (WW out-plateau).
Step 3: Optimise reduced set of model parameters. If the model reduction in step 2 was done well, the remaining set of unknown parameters should be identifiable (well-posed problem). In that case it is possible to find one (or a finite number) of optimal values for these parameters. These can be found by many different optimisation methods. In this study we applied a Bayesian approach: the marginal probability distributions of the estimated parameters are reconstructed by performing a large number of Markov Chain Monte Carlo (MCMC) simulations in which the parameter values are randomly sampled (by perturbing the previous parameter set, and thus forming a "chain", Chib and Greenberg (1995)). The probability of every tested parameter set is evaluated by comparing the model output with the available measurements (at the end of the season) and their uncertainty (cf. Section 3.5). This analysis will provide a rational basis to assign values to the free model parameters.

**Step 4: If necessary: repeat steps 2–3.** If step 3 clearly shows that some parameters should actually be zero, it may be interesting to remove these parameters from the model and optimise another reduced parameter set.

More details on the application of each step are given in Section 5. It is crucial to keep in mind that we apply this procedure to enable an objective deconvolution of the considered processes (uptake, dissolution, settling, vertical mixing and horizontal exchange), a result which cannot be obtained by mere inspection of the Si-related data. By this quantitative model-data approach, it will be possible to identify the dominant processes acting on the KEOPS Si-isotopic data, i.e., which processes are not

<table>
<thead>
<tr>
<th>Process</th>
<th>Symbol</th>
<th>Rate parameter</th>
<th>Value total model (all tuned)</th>
<th>Value model 1 (* = fixed)</th>
<th>Value model 2 (* = fixed)</th>
<th>Flux integrated over 85 days [moles/m²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uptake box 1</td>
<td>kU1</td>
<td>1.4e–14</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
</tr>
<tr>
<td>Uptake box 2</td>
<td>kU2</td>
<td>2.8e–13</td>
<td>0 ³</td>
<td>0 ³</td>
<td>0 ³</td>
<td>0 ³</td>
</tr>
<tr>
<td>Dissolution box 1</td>
<td>kD1</td>
<td>0.13 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
</tr>
<tr>
<td>Dissolution box 2</td>
<td>kD2</td>
<td>0.09 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
</tr>
<tr>
<td>Dissolution box 3</td>
<td>kD3</td>
<td>0.03 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
</tr>
<tr>
<td>Dissolution box 4</td>
<td>kD4</td>
<td>0.01 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
</tr>
<tr>
<td>Sedimentation 1–2</td>
<td>kS1</td>
<td>0.06 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
</tr>
<tr>
<td>Sedimentation 2–3</td>
<td>kS2</td>
<td>0.04 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
</tr>
<tr>
<td>Sedimentation 3–4</td>
<td>kS3</td>
<td>0.01 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
<td>0 ²</td>
</tr>
</tbody>
</table>


Parameter sensitivity analysis can help gain insights in the internal functioning of the model. Two sensitivity measures were computed. In the first, we varied each model parameter around its calibration ("default") value (cf. Table 4), between a value πmin and a value πmax such that πmin = πdefault × rcp. The isotopic fractionation factors for uptake and dissolution have also been varied. Then the effect of this parameter variation on each model output yi can be measured by computing the following relative sensitivity measure:

\[
S^\text{yi}_{ji} = \frac{\Delta y_i(p_{\text{default}}) / p_{\text{default}}}{\Delta p_j / SC_j}
\]

where yi(pdefault) is the ith model output, obtained with parameter set pdefault, pj stands for the jth parameter which can be reasonably assumed to vary within a range Δpj, and SCj is a scale factor with the same physical dimension as yi and should be chosen to have a typical value of yi, Dpj is also referred to as the Jacobian matrix Dpj. As we do not have much prior knowledge on the parameters, we chose Δpj = 0.5 and for SCj we took the mean value of the corresponding variable, i.e., SCj = 10d−decay × Dpj−1. Note that the relative sensitivity measure presented in Eq. (21) is also dimensionless, and due to its "relative" nature, also takes into account in some way the different scales of the parameters and

4.2. Sensitivity measures

To help decide which parameters to estimate and which ones to keep to a constant value, the model sensitivity to varying parameter values is a useful tool (cf. step 2 above). In addition,
output variables. If we sum the scaled sensitivities over all \( N \) outputs, we can compute a scaled sensitivity index for each parameter, e.g.,

\[
S_j^{\text{sum}} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} S_{ij}^2},
\]

allowing a ranking of the parameters. By analogy with this procedure, we also summed the elements of the relative sensitivity matrix columns to get a “relative sensitivity index”. We ranked the parameters of the “total model” according to both indices in order to help reduce the number of free parameters.

5. Results and discussion

5.1. Step-wise parameter identification

Before interpreting the final results, we will present in detail how we assigned values to the different rate parameters and how some processes were neglected based on the step-wise procedure proposed in Section 4.1.

5.1.1. Total model (step 1)

A first rough manual tuning of the whole rate parameter set provided a reasonable agreement with the Si measurements (root mean square relative error or RMSRE=0.024). The chosen parameter values and resulting integrated fluxes are given in Table 4. The model produces a plausible time-evolution of the Si concentrations, isotopic composition and fluxes (results not shown). So we could have decided to stop the “tuning” here and it would have been quite satisfactory. However, we wanted to add some objectivity to the choice of parameter values and, even more, we wanted to investigate which processes were actually significant, i.e., “necessary” to find reasonable results (in terms of Si).

5.1.2. First model reduction: Model 1 (step 2)

After having found a reasonable total parameter set, we used external knowledge to fix as many parameters as necessary to keep a parameter set that is identifiable. The Jacobian matrix of the total model has a rank of 8, indicating that at most 8 out of the 18 parameters can be estimated independently. Therefore, we tried to assign fixed values to 10 parameters:

- The surface uptake fluxes derived from the total model were in reasonable agreement with previous studies (cf. Table 4). So we decided to keep these parameters fixed to the initially tuned values. Different methods have been used to estimate gross and net annual production, including tracer experiments (\(^{30}\text{Si}\) and \(^{32}\text{Si}\)), seasonal Si(OH)\(_4\) depletion, independent natural Si-isotopic estimates and modelling studies (Treguer and van Bennekom, 1991; Leynaert et al., 1993; Nelson et al., 1995; Pondaven et al., 2000; Nelson et al., 2002; Sigmon et al., 2002; Jin et al., 2006; Pollard et al., 2006; Fripiat et al., 2011b). These studies reported an annual gross bSiO\(_2\) production for the AZ varying between 0.2 and 4.7 mol Si m\(^{-2}\) (Table 4) and an annual net bSiO\(_2\) production of 1 to 10 mol Si m\(^{-2}\). Considering that the range of net production is larger than for gross production, it is clear that these estimates are subject to large uncertainty and/or variability. Possibly, gross bSiO\(_2\) production may be underestimated because they are extrapolated from snapshot tracer studies. Therefore, we accept our total model uptake fluxes, although they are slightly higher than the literature range. Moreover, given the fertilization effect in the Kerguelen area it seems plausible that uptake fluxes are higher than other estimates for the AZ (e.g., Jin et al., 2006; Sokolov and Rintoul, 2007).
- For the dissolution parameters, the same reasoning was followed; hence, their values were also kept fixed to the initially tuned values (Table 4).
- Again the same reasoning was followed for \( F_{12} \) (Table 4). The resulting vertical Si-supply in the “out-plateau” area (1.1 mol Si m\(^{-2}\)) is undistinguishable from the independent Si-isotopic estimate from Fripiat et al. (2011b) (1.5 ± 0.7 mol Si m\(^{-2}\)).
- At least one more rate parameter had to be fixed. For this, we investigated the ranking of the 18 parameters according to the two sensitivity indices (for the total model) defined in Section 4.2; these rankings are shown in Fig. 6. Finally, \( F_{15} \) was set to zero, because it is already quite small and the model appears to be hardly sensitive to this parameter.

After this (three processes removed and seven parameters set to fixed values), eight parameters remain to be estimated (see Fig. 3b for schematic). The according reduced Jacobian matrix is of full rank, meaning that the remaining parameters should be identifiable.

5.1.3. Model 1 parameter optimisation (step 3)

Fig. 7 shows the probability density distributions related to the free parameters in model 1. The parameter values giving the highest probability density have been reported in Table 4. However, Fig. 7 also illustrates that for each parameter a range of values provides reasonable results. For some parameters, this range is larger than for others, expressing the variable parameter uncertainty. The distribution (shape, mode, width) for each parameter depends on the model structure and on the uncertainty assigned to the measurements. This visualisation is interesting because it expresses the uncertainty associated with each parameter.

Surprisingly, four parameters exhibit a maximal probability for their value around zero: \( F_{13}, F_{52}, F_{31} \) and \( F_{22} \). This implies that the vertical mixing processes on the plateau and the lateral mixing/advection can be interpreted as non-significant. Note that we make no statement about whether or not these processes were occurring in reality, this analysis only allows to say that they did not significantly influence the Si observations at hand. Furthermore, as these parameters are also associated with a relative large range, non-zero values can also be used to produce realistic results. We must emphasize that these results are actual outcomes of the proposed model-data approach, and could not be obtained by mere inspection of the Si-related data alone. As in every modelling study, the results depend on the assumptions underlying the model structure (processes considered, parameterisations) and on the values “chosen” for the fixed model parameters, but the quasi-zero fluxes derived from Fig. 7 are not assumptions but model outcomes.

Having no vertical supply of Si(OH)\(_4\) on the plateau may seem surprising, because it is assumed to be a major process for dissolved iron (Blain et al., 2008). The major difference is that surface waters are rich in Si(OH)\(_4\) during (most of) the season, and hence vertical processes are hardly discernible. Furthermore, a negligible UCDW Si-supply (\( F_{12} \)) during the growth period could...
be justified by the fact that the WW in the fertilized area (almost) reaches the seafloor (Park et al., 2008).

No lateral exchange between plateau and out-plateau boils down to having two separate vertical models, one for the “plateau” area and one for “out-plateau” (cf. Fig. 3c). This is partly contradictory to previous geochemical tracer studies on rare earth element (Zhang et al., 2008) and radium concentrations (van Beek et al., 2008), noticing a clear influence on the plateau of water with a signature similar to water close to Heard Island. Their hypothesis is that this water got its special signature by exchanging with sediments around Heard Island and was subsequently advected onto the plateau. Indeed, Si isotopes data also seemed to have recorded the impact of Heard Island plateau on $\delta^{30}$Si signatures; however, such impact was limited to the surface signatures of one single station (C1, Fripiat et al., 2011b) and was not detected when looking at Si concentrations only. Our results suggest that for Si this mixing is not “necessary” to reproduce the plateau observations, probably because the dissolved concentrations are overwhelming in comparison to these external and local sources (e.g., Heard Island).

With the “most probable” parameter set, the RMSRE is 0.009. The simulated Si concentrations and isotopic compositions are shown and compared to the measurements in Fig. 8. The largest discrepancy between model and measurements is observed for $\delta$SiO$_2$-$\delta^{30}$Si in box 3. The difference is $\sim 0.30\%o$, which is not excessive considering model oversimplifications and measurement uncertainties (cf. Sections 3.3 and 3.5). A different strategy to assign parameter values may improve the model fit in this box but will probably worsen the results elsewhere; therefore, it is not meaningful to discuss reasons for this slight misfit. This also implies that it is difficult to meaningfully improve the model, at least given the current dataset. Clearly, having additional measurement during the season would tremendously help to constrain the bloom peak and hence the rate parameters. This being said, the simulated bloom will be discussed in more detail in Section 5, together with the temporal evolution of the flux rates, shown in Fig. 9.

Note that the integrated fluxes associated with fixed first order parameters (denoted by “$k$”) are different than in the total model setup. This follows from the fact that the fluxes are essentially integrated products of the rate parameter and concentrations; although the first may remain constant, the concentrations are affected by changes in other parameters and therefore the fluxes are also influenced.

5.1.4. Second model reduction and parameter optimisation: model 2 (step 4)

Given the (surprising) outcome that the most probable results are produced with 4 parameters set approximately to zero, we decided to perform a second estimation round. For model 2, we thus set four additional parameters to zero (cf. Fig. 3c) and this frees four more parameters that can now be estimated. Taking care that the new model 2 would again be identifiable (Jacobian matrix with rank 8), a new free parameter set was selected, now including two uptake and two dissolution rate parameters (cf. Fig. 3c or Table 4). The probability density samples for model 2 are shown in Fig. 10 and the parameters associated with the highest probability are listed in Table 4. This new analysis changes some of the parameter values, especially for $k_{S2x}$ and
The settling and uptake parameters keep values similar to what was found for model 1. The "most probable" values for the dissolution parameters $k_{D2}$ and $k_{D4}$ (Table 4) are also different from what was used in model 1, but in Fig. 10 it can be seen that actually these parameters are not well defined. In other words, the values reported in Table 4 for $k_{D2}$ and $k_{D4}$ (model 2) are subject to large uncertainty and should not be interpreted quantitatively. This is probably related to numerical identifiability problems, and it is in line with the fact that for the total model these parameters were associated with relatively low sensitivity indices (Fig. 6).

The simulated time evolution with the optimised model 2 is hardly distinguishable from those obtained by model 1 (Fig. 8), and therefore is not shown. The RMSRE is 0.010, which is marginally larger than for model 1. This is just because the processes removed in model 2 did not have values exactly equal to zero in the optimised model 1 (Fig. 7). Although the model fit and the Si temporal evolution are hardly affected, the process fluxes are different, because the "most probable" values of some parameters changed between model 1 and 2 (Table 4). In other words, the instantaneous flux rates produced by the optimised model 2 are partly different from those presented for model 1 (Fig. 10). In fact, off the plateau both models produce quasi-identical results. On the plateau, the production peak is a few days earlier and more intense (maximum of about 0.3 mol m$^{-2}$ d$^{-1}$) and therefore the surface silicic acid pool is depleted earlier and a "plateau" regime is reached from day 45, where the isotopic compositions and ratios of dissolution/production rates and export/production rates remain constant.

### 5.2. Discussion of the results

#### 5.2.1. Bloom evolution

In this section, we want to discuss the simulated seasonal evolution of the bloom by inspection of the changing Si pools (Fig. 8) and fluxes (Fig. 9). Simulated Si-uptake matches relatively well with the expected $bSiO_2$ concentration evolution. On the plateau, $[bSiO_2]$ (Fig. 8a) peaks around day 30, i.e., early December 2004, which is in agreement with previous reports based on satellite images of Chl-α (Mongin et al., 2008). Fig. 9a shows that the production peak on the plateau is approximately a week earlier. Outside the plateau, the peaks of $bSiO_2$ concentration and production occur later, around days 50–55, i.e., early January 2005. This is slightly later than suggested by remote sensing (although very variable, Mongin et al., 2008) but is quite similar to the timing simulated by a 1D
model for the KERFIX station (Pondaven et al., 1998). We decided not to use satellite Chl-a estimates as additional quantitatively constraining data in our model optimisation, because it would probably introduce more uncertainties than certainties. First of all, satellite Chl-a estimates themselves are highly uncertain, especially in the Southern Ocean (Dierssen, 2010). First, for our application it would require to transform the Chl-a into Si concentrations, implying assumptions on (time-varying) diatom proportion in the total phytoplankton pool, as well as Si content (and isotopic composition) of the diatoms. Second, the water depth for which the remote sensing Chl-a is representative is probably much shallower (5–10 m, cf. Smith, 1981) than our surface box (100 m). These considerations led us to restrict the use of remote sensing to more qualitative measures.

Note that when first-order kinetics were used (Eq. (8)) instead of second order (Eq. (9)) for the uptake terms, the off-plateau peak was simulated in a similar way (results not shown). However, it proved impossible to delay the plateau production peak for more than ~10 day after the simulation start, because the initial silicic acid concentrations are so high. By including a dependence on [bSiO₂] in the second-order formulation, the uptake rate is kept low as long as [bSiO₂] is weak, therefore delaying the production peak.
Both on and off the plateau, the [bSiO$_2$] increase follows a decrease in the dissolved Si pool, which is left enriched in heavy isotopes due to the isotopic fractionation during the uptake process (De La Rocha et al., 1997). As the dissolved pool becomes heavier, the bSiO$_2$ product also enriches in heavy isotope. On the plateau, the Si(OH)$_4$ is quickly depleted, causing the surface bloom to collapse. In addition, in both zones, dissolution and export to the subsurface layer (Fig. 9a and c) cause the surface [bSiO$_2$] to decrease. The export brings bSiO$_2$ to the subsurface layer, where the model simulates a peak shifted by ~6 (out-plateau) – 25 (plateau) days and broadened, reflecting the delay effects of the settling process. The model suggests that the export off-plateau occurs at a higher rate (Table 4 and Fig. 9), explaining the much shorter delay in this zone. The subsurface peak of bSiO$_2$ also decreases as it is progressively exported further down. The subsurface dissolved Si pool is rather constant, both in terms of total concentration and isotopic signature, in agreement with observations (Pondaven et al., 2000; Altabet and Francois, 2001). This is due to (i) the initial conditions taken to be identical to the final KEOPS measurements, (ii) the absence of subsurface uptake in the model, and (iii) the small impact of mixing/advection/dissolution on these large subsurface pools on a seasonal timescale.

5.2.2. Process fluxes

The integrated flux values produced by the model are compared to literature values in Table 4. However, this comparison was already used to help assign first guess values to the parameters in model 1; therefore, it can really no longer be used as a real validation.

**Uptake.** The range of simulated instantaneous bSiO$_2$ production (Si-uptake) rates on the plateau (0 to 0.22 mol Si m$^{-2}$ d$^{-1}$, Fig. 9a) and off the plateau (0 to 0.17 mol Si m$^{-2}$ d$^{-1}$, Fig. 9b) are higher than previous studies south of the PF (0.00 to 0.09 mol Si m$^{-2}$ d$^{-1}$; e.g., Ragueneau et al. (2000); updated with Brzezinski et al. (2001), Queguiner and Brzezinski (2002), Beucher et al. (2004), Mosseri et al. (2008)). The higher instantaneous Si-uptake rate on compared to off the plateau – or, more generally, than the iron-depleted Antarctic Zone – should be attributed to natural iron fertilization on and downstream of the Kerguelen Plateau (Blain et al., 2007; Mongin, 2008; Sokolov Rintoul, 2007). There is clear evidence that the rate of Si-uptake is regulated by the ambient iron concentration (e.g., Brzezinski et al., 2008; Mosseri et al., 2008), i.e., the uptake rate constant on the plateau ($k_{U1}$) should be larger than off the plateau ($k_{U3}$), as is in our study (Table 4).

A seemingly puzzling result of this modelling exercise is that the seasonally-integrated uptake flux above the plateau
is (slightly) lower than off the plateau, (see Table 4), while at first sight it might be expected that above the plateau more integrated production would occur due to the fertilization effect. However, this result can be explained by the following facts:

1. The starting $\text{Si(OH)}_4$ concentration at the onset of the stratification, i.e., the winter mixed layer initial silicic acid stock, is significantly low on compared to off the plateau, (respectively 33.9 and 57.4 $\mu\text{mol l}^{-1}$, Table 3). Diatoms removed 32 $\mu\text{mol l}^{-1}$ of silicic acid in both areas (difference between the assumed initial and final mixed layer $\text{Si(OH)}_4$ concentration). As a result, the Si-depletion is nearly complete (1.8 $\mu\text{mol l}^{-1}$) on the plateau and achieved well before the end of the growth season, while it is only partial (25.9 $\mu\text{mol l}^{-1}$) off the plateau. Such depletion inhibits further production and considering that the seasonally-integrated Si-uptake increases with increasing $\text{Si(OH)}_4$ concentration (Eq. (20)), we can explain why the integrated production is lower on-plateau than off-plateau.

2. Under Fe depletion Si:N uptake ratios of diatoms tend to be up to three times higher (Hutchins and Bruland, 1998; Takeda, 1998). This was confirmed by the observation that off-plateau diatoms are more silicified than on the plateau (Armand et al., 2008; Mosseri et al., 2008). Therefore, the relatively similar opal production suggested by our model analysis, is in agreement with a higher net community production on than off-plateau, as was previously reported based on a seasonal carbon budget (up to three times higher, Jouandet et al., 2008).

**Dissolution and export.** Very few studies measured the $\text{bSiO}_2$ dissolution in the surface waters of the Southern Ocean (Nelson and Gordon, 1982; Nelson et al., 1995; Brzezinski et al., 2001; Beucher et al., 2004; Frijiat et al., 2011). The simulated $\text{SiO}_2$ dissolution in the KEOPS area (Fig. 9, 0.00 to 0.05 mol Si m$^{-4}$) is compatible with previously reported estimates (0.00 to 0.06 mol Si m$^{-2}$ d$^{-1}$; e.g., Ragueneau et al. (2000); updated with Brzezinski et al. (2001); Beucher et al. (2004)).

The $\text{SiO}_2$-export from the mixed layer reflects the Si-uptake and subsequently was lower on than off plateau, respectively 2.9 and 4.0 mol m$^{-2}$. Taking the Jouandet et al. (2008) values for carbon export, we estimated a seasonal Si:C export ratio of 0.5 and 2.4 from the on and off plateau mixed layer. This is in the range of Si:C export south of the Polar Front given by Ragueneau et al. (2002). This lower Si:C exported on the plateau could be explained by (1) a less silicified diatom community (Armand et al., 2008; Mosseri et al., 2008), (2) a longer residence time for $\text{bSiO}_2$ in the mixed layer due to a lower export rate, and (3) a more efficient microbial foodweb on the plateau (Obernosterer et al., 2008). The latter should promote a more efficient biogenic silica dissolution by degrading the organic matrix which protects diatom frustules from dissolution (Bidle and Azam, 1999). Steps (2) and (3) imply a more efficient silicate pump off than on plateau, i.e., a more efficient recycling of organic matter than biogenic silica (Dugdale et al., 1995).

To the best of our knowledge, Nelson et al. (2002) is the only study which reports an estimate of subsurface dissolution in the AZ: 64% of the $\text{SiO}_2$ export at 100 m would reach 1000 m. Using this model for the Kerguelen area, we can also estimate which proportion of the $\text{SiO}_2$ export at 100 m reached 400 m, (respectively 0.37, and 0.85 for on and off plateau). Similarly to the mixed layer, this suggests a less efficient silicate pump in the subsurface on the plateau (Dugdale et al., 1995). Together with the longer residence time of biogenic silica in the subsurface layer, such difference could result in a more efficient biogenic silica recycling in subsurface on plateau (as given by the model, Table 4), possibly reinforced by sediment resuspension too. This more efficient silica recycling on the plateau may be caused by its diatom community being composed of smaller, more delicate species, as compared to off the plateau (Armand et al., 2008).

It is hard to compare with previous estimates of sedimentation speeds in the area because here the settling only refers to the opal fraction of the particles present.

**D:P ratio.** Previous studies observed a clear seasonal pattern in the D:P ratios from 0.0 at the beginning of the growth period to > 1.0 at the end (Nelson and Gordon, 1982; Brzezinski et al., 2001; Beucher et al., 2004; Frijiat et al., 2011). This trend seems to be respected by the model even if the D:P ratio remains lower than 0.50 off the plateau (Fig. 9b and d). Nevertheless the seasonal average value vary from 0.25 to 0.36 and 0.26 to 0.28, for, respectively on and off the plateau, and these are all between the AZ estimate (0.20; Nelson et al. (2002)) and the global average (0.50; Brzezinski et al. (2003)).

**Mixing/advection.** It is difficult to validate our simulated mixing/advection fluxes ($F_{ij}$) with values from literature, because of their time-averaged, “net” nature. A puzzling result is that many of the mixing processes were not necessary to explain the observed Si distributions. The possible reasons for this result were already discussed in Section 5.1.3.

5.3. Sensitivity analysis

As already mentioned a few times, the presented model results are associated with high uncertainties. Therefore, we do not pretend that the outcomes should be interpreted quantitatively. Nevertheless, it is interesting to investigate the sensitivity of the presented results to the main choices made for the model setup.

Fig. 11 shows the results for the relative sensitivity measure (Eq. (21)), with parameters varied over the relatively wide range of r=50%. Only for the fractionation factors, not their value but their difference from zero was varied over a range of 50%. For instance, $x_{D}^{\text{in}}$ (default value in model was 0.9994) is varied from 0.99925 to 0.99955. The default simulation is the optimised model 1. Besides the rate parameters, the impacts of varying the values of the fractionation factors, the initial conditions, the simulation period (i.e., season period) and the volumes of the boxes is also considered.

Overall, it is clear that the model is not overly sensitive to changes in the rate parameter values, except for $k_{U}$, clearly the most sensitive parameter. Varying $k_{U}$ by 50% causes a variation of 150% for $[\text{Si(OH)}_4]_{\text{box}}$. However, most variables react rather mildly on the parameter variations, which should give some confidence in the results being relatively robust, at least locally. The parameters causing insensitive outputs were generally set to zero.

The isotopic fractionation factors only influence the delta-values, as expected. However, they are not so sensitive, implying that the results obtained will still hold if the isotopic fractionation factors deviate slightly from the values assumed here. This is fortunate as the fractionation factors are still associated with quite some uncertainty (cf. Section 1). Changing the initial isotopic concentrations naturally influences the simulated final concentrations and isotopic compositions, but the overall effect is not overwhelming. The same holds for the assumed period of the growing season. Finally, varying the assumed box volumes has a linear effect, but only on the simulated total concentrations. Note that the model equations are independent of the box volumes, because the internal state variables are expressed in moles. The box volumes only come into play when transforming the isotopic moles into concentrations, which is only necessary for comparison with the measurements.
When further inspecting Fig. 11, we can see which measurements would actually constrain the model parameter values. Remarkably, the parameters referring to processes in box 1 are mostly constrained by the total concentrations, rather than by the delta-values. However, this is not a general feature: the delta-values are seen to be informative for other parameters (e.g., $k_{U3}$, $k_{D3}$, $k_{S34}$). Yet, to improve the knowledge of the model parameters the main conclusion is that more measurements are needed.

If it were considered that measurements could be taken at one or several additional time moments, the current model could be a useful tool to determine which timing would produce most informative measurements (de Brauwere et al., 2009).

### 6. Conclusion and perspectives

We presented a box model describing the time evolution, both for concentration and isotopic composition, of dissolved and biogenic Si, simultaneously considering the processes of uptake, dissolution (both with isotopic fractionation), settling/export and mixing/advection. The setup presented is designed to describe the KEOPS situation where distinct "plateau" and "out-plateau" areas exist and were sampled. In addition, we distinguished between surface (0–100 m) and subsurface (100–400 m) water. This resulted in a model composed of 8 compartments, each containing three variables (the three natural Si isotopes) whose time evolution can be modelled. The model does not assume steady state, and uses information from natural recorders (concentration and isotopic composition) providing time-integrated signals about ecological processes in a tracer box model. This combination allows to go beyond instantaneous flux estimates and quantify integrated exchange fluxes during transient events like blooms. In the KEOPS case study the model simulated the 2004–2005 growth season, showing the growth peaks in each compartment and enabling both instantaneous and seasonally integrated estimates of the considered processes.

We intentionally kept the current model as simple as possible, with simple one-parameter process parameterizations and exclusion of dispensable processes. The (number of) available measurements did not justify increasing the complexity of the model. More measurements at one or more additional times during the season would indeed be extremely useful. They would allow reducing the uncertainty associated with the growth peaks and the initial conditions. More measurements in general would enable a more reliable determination of the rate parameter values, and a more quantitative identification of the significant processes (model selection) and of the best parameterization for each process (beyond single parameter parameterizations).

We could also further refine the representation of the Si pools by making the distinction between living and detrital biogenic Si, with the first being involved in the production process and the latter in the dissolution process (each with its own isotopic fractionation).

The main reason for applying such a relatively simple model is that it potentially enables to estimate the importance of all included processes (uptake, dissolution, mixing and settling) at once. Ideally, an inverse approach could have provided the optimal rate parameter values by fitting the model to available (Si) observations. Unfortunately, the measurements are too scarce to allow an independent estimation of all rate parameters, and we therefore proposed an alternative, semi-objective procedure. Indeed, we believe that the limited observations should not be an excuse to restrain from modelling exercises, because they are –
notwithstanding the large uncertainties – irreparable tools to simultaneously assess the potential importance of different processes, and to compare different scenarios in a semi-quantitative way. Notwithstanding its relative simplicity, the model is able to reproduce the KEOPS measurements satisfactorily. Although not all processes could be quantified simultaneously, the model-data approach identified some processes as insignificant to explain the observed Si-isotopic observations.

Some of these results appear contradictory to previous suggestions based on other geochemical tracers. However, Si is special because of its relatively high concentrations in the Antarctic Zone and it is strongly influenced by biological processes. Furthermore, conclusions are always model-dependent and our model is different from the other analysis methods used. To really try and reconcile the different tracer observations, we believe a multi-tracer model should be built. The combination of tracers not only provides more data. Different tracers also constrain different processes, and an integrated multi-tracer model would allow to quantify all the processes simultaneously. The box model presented here could be a suitable tool for this kind of study. Its building blocks are generic and can be adapted for different tracers, different study domains or different time scales.
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