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Gully erosion has important on and off site effects. Therefore, several studies have been conducted over the past
decades to quantify gully headcut retreat (GHR) in different environments. Although these led to important
site-specific and regional insights, the overall importance of this erosion process or the factors that control it at a
global scale remain poorly understood. This study aims to bridge this gap by reviewing research on GHR and
conducting a meta-analysis of measured GHR rates worldwide. Through an extensive literature review, GHR
rates for 933 individual and actively retreating gullies have been compiled frommore than 70 study areas world-
wide (comprising a totalmeasuring period of N19 600 years). Each GHR ratewasmeasured through repeated field
surveys and/or analyses of aerial photographs over a period of at least one year (maximum: 97 years, median:
17 years). The data show a very large variability, both in terms of gully dimensions (cross-sectional areas ranging
between 0.11 and 816 m2 with a median of 4 m2) and volumetric GHR rates (ranging between 0.002 and 47
430 m3 year−1 with a median of 2.2m3 year−1). Linear GHR rates vary between 0.01 and 135 m year−1 (median:
0.89 m year−1), while areal GHR rates vary between 0.01 and 3628 m2 year−1 (median: 3.12 m2 year−1). An em-
pirical relationship allows estimating volumetric retreat rates from areal retreat rates with acceptable uncer-
tainties. By means of statistical analyses for a subset of 724 gullies with a known contributing area, we explored
the factors most relevant in explaining the observed 7 orders of magnitudes of variation in volumetric GHR
rates. Results show that measured GHR rates are significantly correlated to the runoff contributing area of the
gully (r2 = 0.15) and the rainy day normal (RDN; i.e. the long-term average annual rainfall depth divided by
the average number of rainy days; r2 = 0.47). Other factors (e.g. land use or soil type) showed no significant cor-
relationwith the observedGHR rates. This may be attributed to the uncertainties associatedwith accurately quan-
tifying these factors. In addition, available time series data demonstrate that GHR rates are subject to very large
year-to-year variations. As a result, average GHR rates measured over short (b5 year) measuring periods may be
subject to very large (N100%)uncertainties.We integrated ourfindings into aweighted regressionmodel that sim-
ulates the volumetric retreat rate of a gully headcut as a function of upstream drainage area and RDN. When
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weighing each GHR observation proportional to itsmeasuring period, thismodel explains 68% of the observed var-
iance in GHR rates at a global scale. For 76% of the monitored gullies, the simulated GHR values deviate less than
one order of magnitude from their corresponding observed value. Our model clearly indicates that GHR rates
are very sensitive to rainfall intensity. Since these intensities are expected to increase in most areas as a result of
climate change, our results suggest that gully erosion worldwide will become more intense and widespread in
the following decades. Finally, we discuss research topics that will help to address these challenges.

© 2016 Elsevier B.V. All rights reserved.
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1. Introduction

Several studies reported that gully development leads to important
losses of land and damage to infrastructure (e.g. Poesen et al., 2003;
Valentin et al., 2005; Makanzu Imwangana, 2014). Furthermore, gullies
are often a major source of sediments at the catchment scale, can
strongly increase catchment sediment connectivity and can have
strongly negative impacts on the hydrological functioning of catch-
ments (e.g. Poesen et al., 2003; Avni, 2005; de Vente and Poesen,
2005; Vanmaercke et al., 2011a,, 2012a). Understanding this erosion
process is therefore highly relevant, both from a geomorphic and envi-
ronmental point of view (e.g. Poesen et al., 2003). Over the past decades,
several studies focussed on identifying the topographic, climatic, litho-
logic and land use conditions under which gullies form and this has
been the subject of other review articles (e.g. Poesen et al., 2003,
2011; Torri and Poesen, 2014).

Gullies are often characterized by actively retreating headcuts. A
gully headcut is a natural, nearly vertical drop in gully channel-bed
elevation (Poesen et al., 2003). Since, gully headcut retreat (GHR) is
the major process of gully expansion, various studies have measured
gully GHR rates for specific gullies (Poesen et al., 2011). Although
these studies have provided us with important findings, their results
remain specific for the study areas where they were conducted and
can therefore not be easily extrapolated. Our understanding about the
magnitude and controls of GHR rates can therefore strongly benefit
from a review and analyses of these site-specific studies. Moreover,
many field data on GHR rates risk to get lost as recently demonstrated
for other type of legacy data (Vines et al., 2014). Hence, the objectives
of this study were: (i) to review studies measuring GHR rates and to
compile previously reported retreat rates; (ii) to explore the factors
explaining the variability in GHR rates at a global scale based on a
meta-analysis of these compiled data in a database; and (iii) to identify
and discuss scopes for further research to improve our understanding of
GHR.

Section 2 provides a brief literature review on what is currently
known about the processes and factors driving GHR. Section 3 explains
the compilation of a global database of GHR rates from literature, while
Section 4 provides an overview of the available measurements. The
compiled database itself is included in appendix. In Section 5 we exam-
ine the factors controlling the spatial variability of GHR at a global scale,
explore the role of temporal variations in GHR and propose amodel that
allows simulating volumetric GHR rates based on commonly available
data. In our conclusions (Section 6) we highlight some important impli-
cations of our work and discuss a number of promising areas for further
research.

2. A brief review of processes and factors controlling gully headcut
retreat rates

Several studies have already explored the role of different processes
and factors controlling gully headcut retreat and proposed empirical
models that allow simulating GHR rates (Poesen et al., 2011; Table 1).
These studies show large discrepancies in the factors they report as
controlling GHR rates. This is likely attributable to the different environ-
ments in which these studies were conducted. In addition, also the type
of retreat rate considered varies. For example, depending on the study,
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GHR rates are reported as linear retreat rates (i.e. the distance along the
slope [m] over which the gully head retreated per unit of time), as areal
retreat rates (i.e. the areal expansion [m2] of the gully head over time),
as volumetric retreat rates (i.e. the eroded volume [m3] of soil per unit of
time) or the mass retreat rate (i.e. the mass [t] of eroded soil material
per unit of time). Likewise, some studies focussed on the GHR during
specific (rainfall or snowmelt) events while others provided data on
long-term average retreat rates (Table 1). Nonetheless, these studies
provide valuable insights into the factors that may potentially control
GHR. We start with reviewing the processes that cause a gully headcut
to retreat (Section 2.1). Next, we discuss the factors that control (often
indirectly) the GHR rate. A distinction is made between factors indica-
tive for the erosive forces that cause headcut retreat (Section 2.2) and
factors reflecting resistance forces that prevent, or slow down, GHR
retreat (Section 2.3).

2.1. Processes controlling gully headcut retreat

Once a gully channel is formed (mostly by hydraulic erosion), sever-
al processes lead to channel expansion: i.e. tension crack development,
piping, plunge pool and splash erosion, fluting and mass failure
(i.e. creep, soil fall, toppling and sliding). These processes, summa-
rized below, contribute in various degrees to the retreat of a gully
headcut (Poesen et al., 2002).

The erosion or undercutting of cohesive gully banks commonly in-
volve significant tensile strains. These strains often lead to deep soil
cracks, parallel to the gully walls. Such tension cracks typically occur
in well-developed tension zones of brittle soils (Poesen et al., 2002).
Piping (subsurface concentrated flow erosion due to bypass flow) is
mainly controlled by soil characteristics at depth, particularly the pres-
ence of differential porosity, solubility and strength. Also soil surface
features allowing concentrated penetration of overland flow into deep
tension cracks or desiccation cracks enhance soil piping (Harvey, 1982).

At the gully headcut the dissipation of the kinetic energy of the
flowing water causes intense splash and hydraulic erosion, leading to
a deepening and widening of the gully channel (Poesen et al., 2002).
Plunge pools are formed by falling water at the base of vertical gully
headcuts. Plunge pool erosion is essentially controlled by flow erosivity
(which in turn depends on water fall height and unit flow discharge)
and soil erodibility. Field observations reveal that the development of
plunge pools in gully channels often undermines the gully walls and,
hence, decrease their stability (Harvey, 1982; Poesen et al., 2002).

Gully head and gully wall collapse are a composite and cyclical
process resulting from downslope creep, tension crack development,
saturation of soil cracks by overland flow, gully head or wall collapse,
followed by debris erosion during runoff events which facilitates the
next failure (Collison, 1996). In areas where dispersible soils occur,
alsofluting can cause pronounced gullywall retreat. Flutes are vertically
elongated grooves, generally tapering towards the top that furrow
into the wall of the gully and result predominantly from the action of
flowing water (Poesen et al., 2002).

There are two common types of mass failure in homogenous, cohe-
sive gully banks (Alonso and Combs, 1990). One is a progressive, contin-
uous failure by creepmovements over long periods of time. The other is
a catastrophic shear failure of the bankwhich is themost frequentmode
of failure in cohesive gully banks. Rapidmovement usually occurs when
the shear strength along a slip surface is exceeded, either because of a
reduction in the shear strength of the bank material (caused by an in-
crease in porewater pressure,weathering,…) or by an increase in stress
due to soil saturation or human activities (e.g. due to overloading;
Poesen et al., 2002). In contrast to non-cohesive gully banks which are
maintained at the natural angle of repose and where stability is inde-
pendent of bank height, the stability of cohesive gully banks strongly
depends on both the slope and height of the bank (Alonso and Combs,
1990). Most often failure occurs by a deep-seated slip, although shallow
slips also occur. Failure mechanisms most frequently associated with
gully banks are rotational slips, plane slips in association with tension
cracking and cantilever failures (Alonso and Combs, 1990).

Gully headcut retreat results from a combination of several of these
processes (although typically not all of them) which renders accurate
prediction of headcut retreat rates using physics-based models very
difficult (Poesen et al., 2011). As an alternative, most studies followed
amore empirical approach bydirectly linkingGHR rates to environmen-
tal factors. These factors are discussed below.

2.2. Factors reflecting erosive forces

These factors generally reflect controls on the runoff volume and
flow intensity that causes the headcut to retreat. A first commonly con-
sidered erosive factor is the size of the upstream area (A) draining to the
gully headcut. As larger areas can produce larger runoff volumes, a pos-
itive correlation between A and GHR rates is widely reported (Table 1).
Nonetheless, depending on rainfall characteristics and the spatial con-
figuration of land use and soil characteristics, only certain parts of the
drainage area may actually contribute runoff (Rossi et al., in press;
Moeyersons et al., 2015). Hence, the upstream drainage area of a gully
provides a maximum area that may contribute runoff to the headcut
andwill therefore generally overestimate the actual runoff contributing
area (Rossi et al., in press).

A potentially relevant factor related to A, is the shape of the drainage
area. Travel distances in elongated catchments are generally longer than
in catchments with a more circular form of the same size, resulting in
relatively smaller peak flow discharges (Summerfield, 2014). As GHR
is mainly caused by these runoff peaks cause GHR (Nachtergaele et al.,
2002b; Moeyersons et al., 2015), the shape of the drainage area is
expected to influence GHR rates. Nevertheless, no studies have investi-
gated this.

Evidently, weather and climate conditions also play an important
role in runoff production and may therefore be expected to also
influence GHR rates. Especially factors relating to rainfall intensity
(e.g. the sum of rainfall events exceeding a certain intensity threshold)
have been reported to explain differences in GHR rates (e.g. Beer and
Johnson, 1963; Thompson, 1964; Stocking, 1980; Rieke-Zapp and
Nichols, 2011; Table 1). However, some studies also indicate that ante-
cedent soil moisture content (e.g. Stocking, 1980, 1981; Karimov et al.,
2014), soil thawing and snowmelt runoff (e.g. Archibold et al., 2003;
Ionita, 2000, 2006, 2008; Rodzik et al., 2009; Ionita et al., 2015;
Moeyersons et al., 2015) can play an important role. Surprisingly, how-
ever, relatively few of the proposed GHR models actually consider
weather and climate conditions as a driving factor (Table 1). This may
be explained by the fact that most studies focussed on differences in av-
erage retreat rates in relatively small areas with a limited climatic vari-
ability. GHR models that do include a climate or weather factor were
calibrated with either time series of retreat rates (allowing to account
for temporal variations in rainfall; e.g. Stocking, 1980) or with data
from several locations throughout the USA (e.g. Thompson, 1964; US
Soil Conservation service, 1966).

Also land cover and soil characteristics can influence gully initiation
through their effect on runoff production (e.g. Hawkins et al., 2009;
Nyssen et al., 2010; Maetens et al., 2012a; Torri and Poesen, 2014). As
a result, land use and soil conditions that promote runoff may also in-
crease GHR rates. A typical example are gullies that result from strongly
increased runoff production due to soil compaction and/or road con-
struction in urbanized environments (e.g. Makanzu Imwangana et al.,
2014; Moeyersons et al., 2015). Some studies also indicated that vari-
ability in GHR rates can be linked to land use (e.g. Kosov, 1970; Rysin,
1998). Nonetheless, with the exception of studies by Beer and Johnson
(1963) and of Li et al. (2015),most local GHR ratemodels do not include
a land use related factor (Table 1). Nevertheless, the role of land usewas
evaluated in several studies but reported to have no or only a very lim-
ited effect (e.g. Vandekerckhove et al., 2001b). Thismay be partly attrib-
uted to the difficulties associatedwith accurately quantifying the effects



Table 1
Overview of studies reporting site and region-specific empirical models to simulate gully headcut retreat rates. Note that the ‘Considered factors’ only indicate factors that were included in the proposed models.

Continent Study area Dominant soil
types

Type of retreat Number of
observations

Considered factors Reference

Climate Maximum
contributing area

Topography Land use Soil
characteristics

Gully age

Africa Ethiopia (northern
Highlands, near Mekele)

Clayey soils
(Vertisols)

Volumetric 33 / Drainage area above
gully head (+)

/ / / / Frankl et al. (2012)

South Africa
(KwaZulu — Natal
Province)

Sandy loam
(Acrisols and
Luvisols)

Volumetric 15 / Drainage area above
gully head (+)

/ / / / Grellier et al. (2012)

Zimbabwe (Central
Zimbabwe)

Fine sandy soils
(Sodium rich)

Volumetric (events) 66 Event rain depth
(+); antecedent
moisture index (+)

Drainage area above
gully head (+)

Height of the
headcut (+)

/ Piping Index
(+)

/ Stocking (1980, 1981)

Asia China (Caijiachuan
basin, SE loess plateau)

Loess Areal (total of
multiple headcuts
in small catchment)

30 / Upslope drainage
area (+)

Local Slope
gradient (+)

Proportion of
the upslope
drainage area
with less than
60% vegetation
cover (+)

/ / Li et al. (2015)

Iran (Hableh Rood
basin, Semnan
Province)

Sandy, Ca-rich Linear 16 / Drainage area above
gully head (+)

/ / Fraction of
soluble
minerals (+)

/ Nazari Samani
et al. (2010)

Israel (Southern Israel) Loess Linear 35 / Drainage area above
gully head (+)

/ / / / Seginer (1966)

Europe Romania (Moldavia) Marls and clays Linear 22 / Drainage area above
gully head (+)

Relief energy of
the drainage basin
(+); drainage
basin inclination (−)

/ / Length of the
gully at the
beginning of
the period (+)

Radoane et al. (1995)

Romania (Moldavia) Sandy material Linear 16 / Drainage area above
gully head (+)

Relief energy of the
drainage basin (−);
drainage basin
inclination (−)

/ / Length of the
gully at the
beginning of
the period (+)

Radoane et al. (1995)

Spain (SE Spain) Sandy loam
& clay

Volumetric 46 / Drainage area above
gully head (+)

/ / / / Vandekerckhove
et al. (2001a, 2001b)

Spain (SE Spain) Sandy loam
& clay

Volumetric 9 / Drainage area above
gully head (+)

/ / / /
De Luna Armenteros
et al. (2004)

Spain (SE Spain) Sandy loam
& clay

Volumetric 9 / Drainage area above
gully head (+)

/ / / / Marzolff et al. (2011)

N-America Canada (Eastern
shoreline of Lake Huron)

Glacial and
glaciolacustrine
clays

Areal 44 / Drainage area above
gully head (+)

/ / / / Burkard and
Kostaschuk (1997)

USA (Western Iowa) Loess Areal 61 Index of surface
runoff (+); deviation
in precipitation from
normal (−)

Distance from gully
head to catchment
divide (−)

/ Amount of
terraced area in
the catchment
(−)

/ Length of the
gully at the
beginning of
the period (+)

Beer and
Johnson (1963)

USA (Minnesota, Iowa,
Alabama, Texas,
Oklahoma, Colorado)

Clayey, silty
and sandy soils

Linear 210 Sum of all rainfall
with an intensity
N12.7 mm/day (+)

Drainage area above
gully head (+)

/ / Fraction of clay
of the eroding
profile (+)

/ Thompson (1964)

USA (East of Rocky
mountains)

Clayey, silty
and sandy soils

Linear 210 Sum of all rainfall
with an intensity
N12.7 mm/day (+)

Drainage area above
gully head (+)

/ / / / US Soil Conservation
Service (1966)

USA (Walnut Gulch,
Arizona)

Gravelly sandy
loams

Linear 8 Sum of all rainfall
with an intensity
N12.7 mm/day (+)

Drainage area above
gully head (+)

/ / / / Rieke-Zapp and
Nichols (2011)

Factors that are not listed (‘/’) were either not considered by the authors or found to be insignificant.
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of land cover on runoff, as also spatial and temporal patterns of land
cover may play an important role in this (e.g. Rossi et al., in press). Fur-
thermore, the lack of a detectable land use effect also suggests that this
factor may be only of limited importance for explaining differences in
GHR rates. This does not imply that land cover conditions are irrelevant
for gully erosion. Land use can play a dominant role in the initiation of
gullies (e.g. Poesen et al., 2003; Vanwalleghem et al., 2003; Torri and
Poesen, 2014). But, given the fact that a gully headcut is present, differ-
ences in (often already erosion-prone) land cover conditions may be
not necessarily crucial for explaining differences in GHR rates. A similar
reasoning can be followed in explaining why the effects of soil charac-
teristics on runoff production are not considered by empirical GHR
rate models (Table 1). An additional reason for this might be that soil
characteristics not only influence runoff production, but also the resis-
tance of a headcut to erosion (see further). These effects may in some
cases counteract each other. For example, sandy materials are often
highly permeable (leading to lower runoff production) but also have
little cohesion (facilitating GHR).

Finally, also topography can be considered as an erosive factor as
slope gradient directly controls runoff erosivity (e.g. Knapen and
Poesen, 2010). Several of the empirical GHR models do include a topo-
graphic factor (e.g. Stocking, 1980; Radoane et al., 1995; Li et al.,
2015). However, here too it is noteworthy that most models do not
(Table 1). As with land use and soil characteristics, it is possible that to-
pography mainly controls the initiation of gullies (Poesen et al., 2003;
Torri and Poesen, 2014) and less the GHR.

2.3. Factors reflecting resistance forces

Factors that control resistance to GHR are vegetation and soil prop-
erties. As discussed above, these factors can also control runoff volume
and hence runoff erosivity. However, their role in flow erosivity ismain-
ly determined by how they occupy the upstream drainage area, while
their role in resisting GHR occurs at or nearby the actual headcut.

The presence of vegetation at a gully headcut can strongly decrease
GHR rates in various ways (e.g. reducing flow velocity by increasing
hydraulic roughness), but mainly by increasing the cohesion of the
soil (e.g. Stokes et al., 2007; De Baets et al., 2008; Mao et al., 2012;
Vannoppen et al., 2015). Whereas the effects of vegetation in reducing
surface water erosion and runoff are mainly determined by the vegeta-
tion cover, its effects on reducing gully erosion mainly depend on the
extent and architecture of its root systems (e.g. Gyssels et al., 2005;
Knapen et al., 2007; Vannoppen et al., 2015). Given the difficulties asso-
ciated in measuring belowground biomass characteristics such as root
(length) density, relatively few data on the effects of root systems
on concentrated flow erosion rates are available (Vannoppen et al.,
2015). As a result, the effectiveness of vegetation in reducing GHR
rates remains difficult to quantify. This also explains why empirical
GHR rate models do not explicitly consider vegetation at the gully
headcut (Table 1).

In terms of soil properties, mainly soil cohesion can be expected
to influence GHR rates, with more cohesive soils resulting in lower soil
erodibility (Poesen, 1992). This cohesion depends on various parame-
ters including soil texture, organic matter content and chemical
properties that prevent or promote the dispersion of soil aggregates
(e.g. Sanchis et al., 2008). Also here, the effects of these properties on
soil erodibility remain difficult to quantify or predict (Sanchis et al.,
2008). Nonetheless, a number of studies do report a significant influ-
ence of soil properties on GHR (e.g. Thompson, 1964; Stocking, 1980;
Radoane et al., 1995; Nazari Samani et al., 2010; Table 1). Most of the
variables used to quantify these soil properties at gully headsmainly re-
late to the susceptibility of the soils to dispersion and piping. Also the
rock fragment content of soils may influence GHR rates. Evidence for
this is provided by laboratory experiments that show that soils with a
large proportion of rock fragments are less likely to be incised by con-
centrated runoff (Poesen et al., 1999; Rieke-Zapp et al., 2007) and by
compilations of field surveys, showing that gully incision thresholds
are generally higher in stony soils (Torri and Poesen, 2014). Nonethe-
less, there are currently very few studies that directly demonstrate an
impact of soil stoniness on GHR rates. Also previously proposed GHR
rate models do not account for soil stoniness (Table 1).

2.4. Time and other potential controls

Apart from the factors listed above, some other elements may also
potentially influence GHR rates but are not easily classified as ‘erosive’
or ‘resistance’ factors. One of these is seismicity. Cox et al. (2010)
demonstrate that the spatial patterns of large erosional gullies in
Madagascar are strongly correlated to patterns of earthquakes. This sug-
gests that gully initiation and perhaps GHR may in some cases also be
influenced by seismicity. Nonetheless, the processes explaining this cor-
relation are poorly understood. Seismicity may potentially alter soil
properties and hence decrease the soil resistance for GHR (Cox et al.,
2010). However, seismicity may also cause landslides that predispose
areas for gully erosion (e.g. by generating a steep drainage area devoid
of vegetation). In addition, seismicity is often associated with uplift
that may cause river incision and hence trigger gully erosion due to
base level lowering (e.g. Menéndez-Duarte et al., 2007).

Another currently poorly understood factor is time. As the gully head
retreats, the slope of the soil surface at the headcut and its drainage area
may decline, resulting in a reduction of runoff erosivity. Additionally,
the gully may stabilize through the development of vegetation in the
gully channel and near the headcut or through human interventions
that actively aim to stop the gully headcut from retreating (e.g. runoff
diversion, headcut stabilization). For these reasons, one may expect
that GHR rates will in general decline with the age of the gully. Some
studies indeed report that average GHR rates decrease as themeasuring
period increases (e.g. Sobolev, 1948; Graf, 1977; Rutherford et al., 1997;
Zorina et al., 1998; Nachtergaele et al., 2002a; Vanwalleghem et al.,
2005; Makanzu Imwangana et al., 2015). Nonetheless, the overall
effects of time on GHR rates remain poorly quantified, mainly due to a
lack of sufficiently long time series of observations. As a result, none of
the currently proposed empirical GHR models explicitly considers the
age of the gully (Table 1). Some reported models do include the gully
length at the beginning of the measuring period as a controlling factor
(Beer and Johnson, 1963; Radoane et al., 1995). Gully length can be ex-
pected to correlate with gully age. Surprisingly, however, both Beer and
Johnson (1963) and Radoane et al. (1995) include gully length as a
factor that positively influences GHR rates. This further illustrates our
limited understanding of the role of time in explaining GHR rates.

3. Data selection criteria and data compilation

Many studies on gully development produced valuable data on gully
headcut retreat rates. These include linear, areal, volumetric and in a
few cases mass measurements (Poesen et al., 2003). Overall, volumetric
measurements are the best compromise as they avoid difficult consider-
ations of bulk density of soils no longer in situ (Stocking, 1980).

We compiled a dataset on linear, areal and volumetric GHR rates
based on an extensive literature review. We only retained GHR data
that were actually measured at individual gully headcuts (i.e. no
modelled/predicted values or gully erosion rates that reflect the average
of multiple gullies) and that met the following selection criteria: (i) the
retreat rate of the gully was measured over a known measuring period
of at least one year; (ii) the cross-sectional area of the gully was at least
one square foot (Poesen et al., 2003); and (iii) the gully headcut was ac-
tively retreating during the observation period. Regarding the last crite-
rion, the difference between active and stabilized gully headcuts can
easily be recognized in the field (see Oostwoud Wijdenes et al., 2000
for criteria). As a result, it was mostly clearly reported in the source
that the gully headcut was active. However, some studies did not
make this distinction and reported the retreat of all gullies in a given
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area, including some stabilized gullies (e.g. Rysin and Grigoriev, 2007).
In those cases, we only retained the gullieswith a reported linear retreat
rate exceeding 1 cm/year, an areal retreat rate of N30 cm2/year or a
volumetric retreat rate of N900 cm3/year.

Apart from themeasured linear, areal and/or volumetric retreat rate,
we included at least the following information: the original source of
the data; the start date, end date and the duration of the measuring
period; the latitude and longitude of the location of the gully headcut
or (if unavailable) the latitude and longitude of the center of the study
site; and the type of measuring procedure used to obtain the GHR
rates. For the latter, wemade a distinction between retreat rates obtain-
ed from field surveys (FS), retreat rates obtained from the analyses of
aerial photographs, LIDAR, or other remote sensing techniques (AP) or
a combination of both (FS + AP).

We also included the width, depth and cross-sectional area of the
headcut, as well as the area of the catchment draining to the headcut
(A) if this was reported or could be derived from the data. Likewise,
we included (when available) information on the dominant land use
in the catchment draining to the GH and the soil type/soil texture in
which the GH developed. Information on the latter was often limited
and difficult to compare between different studies. Therefore, we
used a simple classification based on the dominant soil-textural
class in which the gully developed, i.e. sandy, silty or clayey. Also
other potentially relevant information (e.g. on important rainfall or
snowmelt events during the measuring period, on vegetation char-
acteristics at the gully headcut or on the local topography) was ini-
tially included in our dataset. However, such details were only
reported for a small number of studies and did not allow for a systematic
analysis.

4. Description of the compiled gully data

4.1. Overview of the gully head measurements

We compiled GHR rates for 933 individual gullies from 68 different
data sources (Table 2; see appendix). These data represent measure-
ments from 25 countries on six continents (Fig. 1). Especially Russia
(208 gullies), Spain (131 gullies), Iran (110 gullies) and Romania (105
gullies) arewell represented in our dataset (Table 2). As a result, the da-
tabase reflects a wide range of environmental conditions (e.g. climate,
land use, topography, lithology and seismicity) and gully dimensions.
Fig. 2 illustrates some contrasting examples of gullies in study areas
where GHR rates have been measured.

Most GHR rateswere derived fromeitherfield surveys or a combina-
tion of field surveys and aerial photo analyses (e.g. to determine the
initial extent of a gully). Based on these field surveys, ameasured annu-
al volumetric retreat rate (RRV) was reported for about 72% of our data
(672 gullies). Annual areal retreat rates (RRA) were available for 714
gullies, while an annual linear retreat rate (RRL) was available for
822 of the 933 gullies. While ca. 230 gullies were monitored over a
period of five years or less, the majority of gullies were monitored
over much longer periods with an average of 21 years (min: 1 year,
max: 97 years, median: 17 years; Fig. 3). The sum of the measuring
periods for all 933 gullies in our database yields a total of 19 656
‘gully-years’ of observations (Table 2). Most GHR rates were measured
since the 1960s (Fig. 3). However, for ca. 50 gullies (mostly in
N-America) the measuring period dates back to the 1930s (Fig. 3).

4.2. Gully dimensions

Fig. 4 displays the cumulative distributions of the gully widths
(W), depths (D), cross-sectional areas (CS) and drainage areas
(A) of all gullies in the dataset for which these variables were report-
ed (note that the number of observations per cumulative distribu-
tion varies, due to the fact that these data were not systematically
reported in each study). As seen in the examples shown in Fig. 2,
the gullies represented in our dataset display a very large range in
terms of dimensions (Fig. 4). Gully widths range between 0.4 and
104 m (mean: 9 m, median: 3.2 m), depths vary between 0.2 and
35 m (mean: 2.1 m, median: 1.3 m) and cross-sectional areas range
between 0.11 and 816 m2 (mean: 20.8 m2, median: 3.7 m2). Also
the reported upstream areas draining to the gully headcut display a
very large variability (0.001–10 000 ha) with a mean of 59.1 ha and
a median of 4.3 ha.

Previous studies have shown that a fairly good correlation can be
expected between the channel width of a gully and the runoff discharge
passing through the channel (e.g. Nachtergaele et al., 2002b). Since
drainage area is generally considered to be a proxy for runoff discharge
(see Section 2.2), also a correlation between A andWcan be expected. A
weak but significant trend is indeed apparent (Fig. 5). However, the
variance explained by this trend is small. Also the cross-sectional area
of a gully headcut showed only a weak correlation with its correspond-
ing upstream drainage area, while subdividing these relationships ac-
cording to the dominant soil texture at the gully head did not improve
these trends (Fig. 5). As a result, the area draining to a gully headcut can-
not be straightforwardly estimated from the dimensions of the gully
headcut, based on the datawe collected. This lack of a strong correlation
can be attributed to several reasons. Firstly, drainage area is only a crude
proxy for runoff discharge. The actual discharges draining to the gully
head will also depend on the shape and topography of the catchment,
the (spatial distribution) of land use and soil characteristics and rainfall
properties (e.g. Nachtergaele et al., 2002b; Vandekerckhove et al., 2003;
Rossi et al., in press;Moeyersons et al., 2015). Especially at a global scale,
these other factors influencing runoff discharge may vary strongly,
while the relative importance of drainage area for runoff discharge
may be larger at local scales. Secondly, the gully headcut widths (and
cross-sectional areas) compiled in this studywere not alwaysmeasured
using the same standardized method. Whereas runoff discharge will
mainly influence the channel width (i.e. the width at the bottom of
the gully; Nachtergaele et al., 2002b), a large (but unknown) fraction
of the reported gully widths most likely reflects the top width of the
gully, which may be the result of a combination of hydraulic erosion
and mass movement processes on the gully banks (see Section 2.1).
This gives further reason to interpret with caution the relationship
between W and A shown in Fig. 5. Better correlations were observed
between measured gully widths and gully depths and, consequently,
between the width and cross-sectional area of gully headcuts (Fig. 5).
Here too, differences in dominant soil texture at the gully head
appeared to have little influence on the observed relationships. Given
its high explained variance and the large number of observations
involved, the relationship between W and CS (Fig. 5) might be useful
to make robust, first-order assessments of gully cross-sectional areas
in cases were only a gully width is reported.

4.3. Gully headcut retreat rates

As shown in Fig. 6, the variation of our compiled GHR rates world-
wide is very large. Linear retreat rates vary between 0.01 m year−1

(our arbitrarily set minimum, see Section 3) and 135.2 m year−1,
with a median of 0.89 m year−1 and an average of 5.0 m year−1.
Areal retreat rates vary between 0.01 and 3628 m2 year−1, with a
median of 3.1 m2 year−1 and an average of 131 m2 year−1. Volumet-
ric retreat rates vary over 7 orders of magnitude (0.002–47
430 m3 year−1) with a median of 2.2 m3 year−1 and an average of
358.6 m3 year−1.

Fig. 7 displays relationships between linear, areal and volumetric
retreat rates, based on all gullies for which at least the linear and
areal, areal and volumetric or linear and volumetric retreat rates
were measured. As could be expected, linear retreat rates are strong-
ly correlated to their corresponding areal retreat rate (r2 = 0.83) and
to a lesser extent with their corresponding volumetric retreat rate
(r2= 0.53). However, especially between areal (RRA) and volumetric



Table 2
Overview of the collected gully headcut retreat data and their sources.

Continent Country # AP
(Tot. MP)

# FS
(Tot. MP)

# AP + FS
(Tot. MP)

#Total
(Tot. MP)

References

Africa Angola 3 (23) N.A. N.A. 3 (23) Bruynseels (2015)
Burkina Faso 2 (6) N.A. N.A. 2 (6) Marzolff and Ries (2007)
D.R. Congo 57 (961) N.A. N.A. 57 (961) Bruynseels (2015), Makanzu Imwangana (2014), Makanzu

Imwangana et al. (2014), Makanzu Imwangana et al. (2015)
Ethiopia N.A. 45 (121) 18 (489) 63 (610) Frankl et al. (2012), Haregeweyn et al. (2011), Nyssen et al. (2006)
Kenya N.A. 9 (27) N.A. 9 (27) Oostwoud and Bryan (2001)
Morocco 1 (3) N.A. N.A. 1 (3) Marzolff and Ries (2007)
Nigeria 14 (74) 7 (19) N.A. 21 (93) Bruynseels (2015), Ehiorobo and Izinyon (2012), Olofin (1990)
Rwanda 2 (14) N.A. N.A. 2 (14) Bruynseels (2015)
South Africa N.A. N.A. 13 (39) 13 (39) Grellier et al. (2012)
Swaziland 1 (8) N.A. N.A. 1 (8) Sidorchuk et al. (2003)
Tunisia N.A. N.A. 8 (304) 8 (304) El Maaoui et al. (2012)
Zimbabwe 5 (120) N.A. N.A. 5 (120) Withlow and Firth (1989)

Asia China N.A. 37 (300) N.A. 37 (300) Hu et al. (2007, 2009), Li et al. (2007), Otsuki et al. (2008), Wang
et al. (2008), Wu and Cheng (2005), Wu et al. (2008), Otsuki and
Saijo, 2015

Iran N.A. 6 (18) 104 (3726) 110 (3744) Mehdipour et al. (2007), Nazari Samani et al. (2010), Nazari Samani
(pers. Comm.)

Israel 36 (540) 9 (135) 4 (96) 49 (771) Avni (2005), Ithshack (1998), Nir and Klein (1974), Seginer (1966)
Nepal N.A. N.A. 3 (84) 3 (84) Ghimire et al. (2006)
Russia (Assian part) N.A. 17 (82) N.A. 17 (82) Bazhenova et al. (1997), Ryzhov (1995, 1998)

Europe Belgium N.A. 18 (63) N.A. 18 (63) Nachtergaele et al. (2002a), Van Mele (2013)
Poland N.A. N.A. 1 (64) 1 (64) Schmidt and Heinrich (2011)
Romania 38 (532) 16 (352) 51 (2136) 105 (3020) Ionita (2006), Niacsu and Ionita (2011), Radoane et al. (1995)
Russia (European part) N.A. 191 (2973) N.A. 191 (2973) Bolysov (1982), Bolysov et al. (1985), Bolysov and Tarzaeva (1996),

Dedkov et al. (1990), Rysin and Grigoriev (2007, 2009, 2010),
Yermolaev (2014)

Spain 65 (2117) 54 (256) 12 (376) 131 (2749) Campo et al. (2007), Campo et al. (2010), De Luna Armenteros et al.
(2004), Marzolff et al. (2011), Vandekerckhove et al. (2001a, 2001b,
2003)

N-America Canada 48 (2976) 3 (23) N.A. 51 (2999) Archibold et al. (2003), Burkard and Kostaschuk (1995, 1997), Godin
and Fortier (2012)

United States N.A. 6 (135) N.A. 6 (135) Leopold et al. (1966), Rieke-Zapp and Nichols (2011), Thomas et al.
(2004)

Oceania Australia 3 (87) 9 (12) N.A. 12 (99) Blong (1985), Brooks et al. (2009)
S-America Brazil 7 (226) 10 (139) N.A. 17 (365) Coelho Netto et al. (1988), Francisco and Nunes (2009), Guerra et al.

(2007), Lessa et al. (2007), Viero et al. (2005), Vrieling et al. (2005)
Total 282 (7687) 437 (4655) 214 (7314) 933 (19,656)

For each country, the number (‘#’) of gully headcuts for which retreat rates have beenmeasured are listed, while the value between brackets indicates the sumof theirmeasuring periods
in years (‘Tot. MP’). ‘AP’, ‘FS’ and ‘AP+ FS’ indicate gullies for which the retreat rate was respectively obtained from aerial photographs, field surveys or a combination of both. ‘N.A.’means
not available.
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retreat rates (RRV) a very strong correlation can be observed (r2 =
0.88, n = 550; see Fig. 7):

RRV ¼ 1:2 RRA
1:16 ð1Þ

For only 10 out of the 550 gullies included in this relationship, the
observed RRV deviates more than a factor ten from the volumetric
retreat obtained with Eq. (1). The volumetric retreat rates obtained
with Eq. (1) deviate less than a factor 5 for 92% of the gullies included,
while for 67% of these gullies the deviation is smaller than a factor 2.
Similar to the gully headcut dimensions (Fig. 5), we found no evidence
that the relationship between areal and volumetric retreat rates is
strongly affected by the dominant soil texture at the gully headcut
(Fig. 7). Given its large predictive value and the large number of
observations worldwide on which this trend is based, Eq. (1) provides
an easy way to robustly estimate the volumetric retreat rate of a gully
head when only the areal retreat rate is measured (e.g. from aerial
photographs).

Comparably, studies have proposed widely-used power relation-
ships that allow estimating the volume of landslides based on their
areal extent (e.g. Guzzetti et al., 2009; Larsen et al., 2010). However,
recent studies have demonstrated that applying such relationships
to landslide inventories can lead to large volume overestimations
due to landslide amalgamation (i.e. the mapping of several adjacent
landslides as a single polygon; Marc and Hovius, 2014). Since Eq. (1)
has an exponent larger than one, this relationshipmay lead to similar
overestimations when not correctly applied. It is therefore important
to stress that Eq. (1) was calibrated only with data from individual
gully headcuts and can only be used this way. For example, applying
Eq. (1) to the areal expansion of an entire gully network may lead to
large overestimations of the eroded volume.

5. Factors controlling gully headcut retreat rates at a global scale

5.1. Methodology

As discussed in Section 4.3, GHR rates at a global scale vary tremen-
dously. Whereas several local and regional studies have already
explored the factors controlling GHR rates (Table 1), a global analysis
of GHR rates is currently lacking (see Section 2). We therefore explored
the factors explaining the observed variability in our RRV database, by
means of standard statistical techniques.

We focussed our analyses only on volumetric retreat rates, as these
relate most closely to the actual erosion rate, whereas the RRL and RRA

only provide a proxy for the actual volume of eroded soil. GHR rates
expressed as a mass per time unit also directly reflect erosion rates.
However, such data are rarely reported and are subject to additional
uncertainties associated with estimating the bulk density of the soil
material. Therefore, only gullies with a reported volumetric or areal re-
treat rate were considered for further analyses. In those cases where
only RRA was reported, each individual retreat rate was converted into
a volumetric retreat rate using Eq. (1). As discussed in Section 4.3, the



Fig. 1. Overview of the study site locations for which gully headcut retreat rates were reported. The size of each symbol indicates the number of gullies at the study site for which the
headcut retreat rate was measured, while the symbol colours indicate the method used to derive the gully headcut retreat rates (AP = aerial photos, FS = field surveys, AP + FS:
aerial photos combined with field surveys). The assignment of a gully to a specific study site was to some extent arbitrary (e.g. due to differences in accuracy of reported gully headcut
locations). However, as a general rule, we considered two gullies to belong to the same study site if their geographical coordinates deviated less than half a degree from each other.
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uncertainties associated with this conversion are expected to be small.
No volumetric estimates were made from gullies with only a linear
retreat rate reported, since the uncertainty associatedwith such estima-
tions were expected to be too large (Fig. 7). In addition, since the area
draining to the headcut is generally considered to be the most impor-
tant factor influencing GHR (Table 1; Section 2), we only selected
those gullies for which this drainage area was measured and reported.
In total, 724 gullies met these criteria. For 80 of these gullies (studied
by Burkard and Kostaschuk, 1997 and Bruynseels, 2015; see Table 2)
the RRV was obtained from the measured areal retreat rate, using
Eq. (1). For the other 644 gullies, the volumetric retreat ratewas directly
measured and reported.

Based on our literature review (Section 2), we extracted a set of
variables for each of our 724 gully headcuts (see Table 3). Their
potential role in explaining the observed spatial variability in RRV

values was assessed by means of regression analyses, as well as by
normal and partial correlation analyses. Partial correlation measures
the degree of association between two considered variables, with the
effect of other controlling variables removed (Fisher, 1924; Steel and
Torrie, 1960). This is done by conducting a regression between each
of the considered variables and the control variables and then calculat-
ing the correlation between the residues of these two regressions. Given
the fact that RRV (i.e. the dependent variable) and several of our consid-
ered independent variables (Table 3) vary over several orders of
magnitude, we used the non-parametric Spearman's rank correlation
coefficients for our correlation analyses, while our regression analyses
were based on least-square linear fits on the logarithmically trans-
formed data. This was done in order to obtain results that were as
robust as possible.

Several of the considered variables (Table 3), including drainage
area and measuring period, were directly derived from the original
data sources and were also considered in previous studies exploring
the factors controlling GHR rates (Table 1). However, since information
about the topography, seismicity and air temperature and rainfall
conditions was not reported for most of the gully headcuts, variables
relating to these factors were extracted from global gridded datasets
(see Table 3).

Reported information on soil characteristics at the gully head var-
ied greatly between the different studies (from a general description
of the soil type to detailed information on soil texture and chemis-
try). Due to these differences, we could only classify the soil at each
gully head as dominantly sandy, silty or clayey. Whereas this only
provides a rough description and may not capture other potentially
relevant soil characteristics (e.g. the actual grain-size distribution,
the organic matter content, the susceptibility to dispersion), it was
the onlyway to allow for a systematic comparison between the selected
gullies.

Also reported information about the land cover in the catchment
draining to the gully head varied greatly between the different studies
considered. In order to allow for a comparison between different stud-
ies, we made a quantitative estimate of the potential role of land use
in producing runoff based on the SCS Curve Number model (Hawkins
et al., 2009). This empirical model simulates the daily runoff of a
catchment based on daily rainfall and a Curve Number (CN). The latter
depends on land use and soil type of the drainage area and can be deter-
mined based on lookup tables (Hawkins et al., 2009). Despite several
shortcomings, the model is widely used due to its conceptual simplicity
while often performing at least as good as more complex models
(e.g. Loague and Freeze, 1985; Jakeman and Hornberger, 1993).
Also several studies focussing on gully erosion have used CN-values in
order to quantify the role of land use (e.g. Vandekerckhove et al.,
2001b; Rossi et al., in press).

In this study, CN-values for each catchment draining to a gully head
were determined, based on tables provided in Hawkins et al. (2009).
The relevant Hydrological Soil Group (HSG) was selected based on the
dominant soil texture (see above; HSG A for ‘Sandy’, HSG B for ‘silty’,
HSG for ‘Clayey’) and assuming average antecedentmoisture conditions
(‘class II’; Hawkins et al., 2009). The CN-value best describing the land
use conditions in the catchment draining to the gully head were select-
ed based on the information provided in the original data source.Where



Fig. 2. Examples of gullies from contrasting study areas forwhich gully headcut retreat rateswere reported. (a) Gully head inMichelbeke, Belgium.Meanwidth (W): 3m,mean depth (D):
1.20 m mean depth, silt loam (loess). Photo: J. Poesen, 04.04.2003. (b) Gully head at Adi Kwolakol, Tigray, Ethiopia. W = 2.5 m, D = 1.5 m, sandy loam. Photo: A. Frankl, 04.08.2010.
(c) Gully head near Camp Badiadingi, Kinshasa, DR Congo. W = 4 m, D = 2 m, sandy soil. Photo: F.M. Imwangna, 25.02.2012. (d) Coeduc Gully head, São Luís city, Brazil. W = 12 m,
D = 1.80 m, sandy loam. Photo: J. F. Rodrigues Bezerra, 12.08.2009. (e) Gully head near Chenarly Village, NE Iran. W = 6 m, D = 8 m, silt loam (loess). Photo: Sayadi Jamil, Nov. 2000.
(f) Gully head at Jizuiyingzi, Huhhot City, Inner Mongolia, China. W = 12 m, D = 4.4 m, sands and fine pebbles (including granules). Photo: Y. Otsuki, 30.06.2008. (g) Gully head near
Kyitun village, Republic of Buryatia, Russia. W = 17.5 m, D = 9.0 m, loamy sand (loess). Photo: Y.V. Ryzhov, 16.07.2012. (h) Puriceni-Bahnari gully head, Falciu Hills, Eastern Romania.
W = 21 m, D = 12 m, loam to sandy loam; Photo: I. Ionita, 20.03.2006.
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possible (i.e. if the exact location of the headcut was known and good
aerial imagery was available), we supported our decision by studying
available images of the catchment in Google™ Earth. To avoid as much
as possible subjectivity, all CN-values were assigned by at least two of
the authors without knowing the retreat rate of the gully head. For
catchments where the assigned CN-value differed between the authors,
the available information was re-evaluated and discussed until a con-
sensus was reached.



Fig. 3. Temporal distribution of the number (#) of reported gully headcut retreat (GHR) rates. The upper charts show for how many gullies the GHR measuring period includes the
indicated year. The lower charts show the frequency distribution of the gullies according to the length of the GHR measuring period. In both cases, data are stacked and subdivided
according to continent (left), measuring method (central) and the type of retreat rate available (right).
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5.2. Spatial variability in gully headcut retreats

5.2.1. Climatic factors
Of all variables considered (Table 3), the rainy day normal (RDN;

i.e. the average rainfall depth on a rainy day) clearly showed the highest
Spearman's rank correlation coefficient with RRV (Table 4). Partial
correlation analyses showed that this variable remained highly signifi-
cant (p b 0.0001) after correcting for any of the other considered vari-
ables. RDN is a variable commonly used in landslide and debris flow
research and can be expected to be strongly correlated to the occurrence
of intense rainfall events (e.g. Wilson and Jayko, 1997; Guzzetti et al.,
2008). Fig. 8a shows the results of a least-square regression of RDN
versus RRV. Other variables relating to rainfall (i.e. Pa, Pm, Pday99; see
Table 3) also show significant correlations with RRV, with Pm (i.e. the
average rainfall depth in the wettest month) showing only a slightly
lower correlation than RDN (Table 4). However, Pa (i.e. the total average
annual rainfall depth) and Pday99 (i.e. the estimated daily rainfall depth
that has an exceedance probability of 1%) show clearly weaker correla-
tions with RRV.

The fact that especially RDN and Pm show a much stronger correla-
tion with RRV than Pa concurs with several earlier studies indicating
the importance of rainfall intensity as a factor controlling GHR rates
(see Table 1; Section 2). However, in this context, it may appear surpris-
ing that Pday99 shows amuchweaker correlation, as thismeasure relates
more directly to the highest daily rainfall intensity. Thismay be attribut-
ed to errors on estimated Pday99 values, resulting both from uncer-
tainties on the daily rainfall depth values and the coarse spatial
resolution of the dataset (Table 3; Ashouri et al., 2015). The errors on
RDN values can be expected to be smaller due to the higher spatial res-
olution and smaller uncertainties on the source data used to calculate
this variable (New et al., 2002). An additional reasonmight be that, con-
trarily to Pday99, RDN not only relates to the highest recorded rainfall
event but provides an integrated proxy on the overall occurrence of
intense precipitation events that may cause GHR. In that sense, RDN is
highly similar to rainfall proxies used in models that were used to pre-
dict GHR for gullies in the US (i.e. the sum of all rainfall events with an
intensity exceeding 12.7 mm day−1; see Table 1). However, RDN offers
the advantages that it is easier to calculate and avoids a (somewhat
arbitrary) rainfall threshold.

Apart from rainfall variables, also T (i.e. the average annual air tem-
perature; see Table 3) shows a clearly significant correlation with RRV.
This might be attributed to the fact that regions with a high mean
annual air temperature often are more likely to experience extreme
rainfall events of higher intensity (Berg et al., 2009), which is also indi-
cated by the strong correlation between T and RDN (Table 4). Whereas
previous studies did not consider mean air temperature as a potential
factor explaining gully headcut retreat rates (Table 1), Zanchi and
Torri (1980) indicated that air temperature can indeed be a good



Fig. 4. Exceedance probabilities of the average gully width (W), depth (D), cross-sectional area (CS) and contributing area (A) at the gully headcut. Each exceedance probability plot is
based on all gully headcuts for whichW, D, CS or A was reported or could be calculated in a non-spurious way. ‘n’ indicates the number of gullies.
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proxy for rainfall erosivity and runoff production. Likewise, several
studies at the catchment scale observed highly significant positive
correlations between T and sediment yield (e.g. Syvitski & Milliman,
2007; Vanmaercke et al., 2015). Hence, it is likely that T is a proxy for
the occurrence of torrential rainfall with significant geomorphic impacts
(Zanchi and Torri, 1980; Berg et al., 2009; Vanmaercke et al., 2015).

We foundnomeaningful correlation between the snowmelt variable
(‘SNOW’, see Table 3) and RRV (Table 4). Although this is likely partially
due to the crude nature of this variable (i.e. a boolean variable indicating
whether snowmelt is potentially important or not), it indicates that
snowmelt plays only a limited role in explaining patterns of gully
headcut retreat at a global scale. This does certainly not imply that
snowmelt is an irrelevant process. Studies in temperate and cold regions
did indicate that snowmelt is a main driver of gully expansion, with
often more than half of the observed GHR being caused by the effects
of snowmelt (e.g. Bolysov et al., 1985; Bolysov and Tarzaeva, 1996;
Dedkov et al., 1990; Ionita, 2000, 2006; Archibold et al., 2003; Rysin
and Grigoriev, 2007, 2010; Ionita et al., 2015). Nonetheless, these re-
ported impacts of snowmelt are relatively limited when compared to
the large variations in average retreat rates at a global scale (e.g. Fig. 8).

5.2.2. Drainage area and other catchment characteristics
Apart from RDN and several of the other climatic variables discussed

above, also the area draining to the gully headcut (A) shows a highly
significant correlation with RRV (Table 4). This correlation remains
highly significant after correcting for RDN (Partial Spearman r: 0.55,
p b 0.0001). Nonetheless, the variance explained by A is relatively low
(Fig. 8b) compared to RDN (Fig. 8a). This might seem surprising, given
that A is generally identified as the most important factor controlling
GHR rates (see Section 2; Table 1). Nonetheless, as discussed above,
most of these earlier studies focused on specific regions in areas having
often a limited spatial variability in climatic conditions. Whereas small
differences in rainfall conditions appear less important than A for
explaining GHR rates at a local scale, the role of climate likely overrules
the role of A at larger spatial scales.

Our estimated CN-values showed only a weak correlation with RRV

(Table 4; Fig. 8c). Partial correlation analyses indicates that this correla-
tionwas no longer significant (p N 0.05) after correcting for RDN. This at
first sight counterintuitive result may to some extent be attributed to
errors on the estimated CN values, since they were in many cases esti-
matedwith only limited information on the actual soil and land use con-
ditions (see Section 5.1). Nonetheless, it is noteworthy that also few
local studies identified land use as a significant factor controlling GHR
rates (Table 1). For example, Vandekerckhove et al. (2001a, 2001b)
also reported that CN-values explained only very little of the observed
variance in GHR rates, despite the fact that their estimated CN-values
were based on detailed field surveys of land use in the gully catchments.
Several reasons may explain the apparently limited impact of land use



Fig. 5. Relationships between the average depth (D), width (W), cross-sectional area (CS) and contributing area (A) for all gullies where these properties were reported or could be
calculated in a non-spuriousway. Symbols are colouredbased on the soil texture at thegully headcut, while the regressions are based onall observations. ‘n’ indicates thenumber of gullies.
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on GHR rates. Firstly, CN values do not always account for spatial
and temporal variation in land use and soil conditions. Rossi et al.
(in press) recently demonstrated that catchments with the same
CN-value may have a completely different runoff response, depending
Fig. 6. Exceedance probabilities of average observed linear (RRL), areal (RRA) and volumetric
headcuts for which RRL, RRA or RRV was reported or could be calculated using field and remote
on the spatial configuration of soil and land use characteristics within
the catchment. Likewise, the runoff response during a rainfall event
will depend on weather conditions (e.g. antecedent moisture condi-
tions) that could not be quantified with our estimated CN-values.
(RRV) gully headcut retreat rates. Each exceedance probability plot is based on all gully
sensing data. ‘n’ indicates the number of gullies.



Fig. 7. Relationships between the average observed linear (RRL), areal (RRA) and volumetric retreat rates (RRV), based on all gullies for which these retreat rateswere reported or could be
calculated in a non-spurious way. Symbols are coloured based on the soil texture of the gully headcut, while the regressions are based on all observations. ‘n’ indicates the number of
gullies.
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Secondly, the range of land cover conditions at the headcuts in our
database,may be too small to induce significant differences in runoff re-
sponse. As can be derived from Fig. 8c, most upstream catchments con-
sidered have a CN-value between 70 and 90 while only a very small
fraction has a CN b 60. Torri and Poesen (2014) showed that gully initi-
ation depends on a soil surface slope-area threshold that is strongly in-
fluenced by land use. No gully initiation, and hence no GHR, occurs
below this threshold. Given that our database only considers actively
retreating gully headcuts, it is therefore logical that most of our data
points represent erosion-prone land cover conditions. This relates to a
third potential reason explainingwhyno clear impact of land cover con-
ditions on RRV could be detected: whereas gully initiation is mainly
caused by concentrated flow, the actual retreat of a gully headcut can
occur through a wide range of processes (see Section 2.1). While land
cover conditions in the upstream catchment can strongly influence run-
off production and hence gully initiation (e.g. Torri and Poesen, 2014;
Rossi et al., in press), this is not necessarily the case for the processes
causing gully headcut retreat (e.g. tension crack development, soil top-
pling or fall; Vandekerckhove et al., 2001b). In otherwords: the fact that
we observe no clear trends between CN values and RRV (Fig. 8c) may
also indicate that land use indeed only plays a limited role in explaining
spatial variation in average GHR rates for actually eroding gullies at a
global scale. As is the case with snowmelt, this would not imply that
land use is an irrelevant factor for GHR, as it may certainly be an impor-
tant factor explaining local and/or temporal variations in retreat rates.

Factors relating to the topography and degree of seismicity near the
gully headcut (i.e. LR and PGA; Table 3) showed nomeaningful correla-
tionwith RRV (Table 4). This remained the case after correcting for RDN
Table 3
List of considered factors that potentially explain the observed variance in volumetric gully he

Variable Units Description

MP y Measuring period over which the GHR rate was measur
A ha Area of the catchment draining to the gully headcut
LR m Local relief at the study site (i.e. the maximum height diff
CN N.A. Estimated runoff Curve Number value, based on availab

and soil type in the catchment and following the proced
T °C Average annual air temperature (1961–1990)
Pa mm year−1 Average annual precipitation depth (1961–1990)
Pm mm month−1 Average monthly precipitation depth in the wettest mo
RDN mm day−1 Rainy day normal, i.e. the total mean annual precipitati

average number of rainy days per year (1961–1990)
Pday99 mm day−1 Daily rainfall depth with a cumulative probability of 99
Snow N.A. Boolean variable indicating whether snowmelt is a pote

insignificant contributor to gully headcut expansion (ba
PGA m s−2 Peak ground acceleration with an exceedance probabili

Resolution indicates the original spatial resolution of the data layer from which the parameter
and/or A through a partial correlation analysis. Here also, this lack of
correlation might be attributed to the large uncertainties associated
with these factors. However, also few studies at a local scale have iden-
tified a significant topographic control on GHR rates (Table 1). Likewise,
although it has been suggested that the occurrence/density of gullies
may be controlled by seismicity (e.g. Cox et al., 2010), hitherto no
studies have shown that also GHR rates are influenced by seismicity.
Therefore, the lack of correlations between RRV and topography or seis-
micitymay also indicate that these factors are indeed only of limited im-
portance for explaining spatial variation in GHR rates at a global scale.

5.3. Temporal variability in gully headcut retreat rates

We detected a slightly positive correlation between the duration of
the measuring period (MP) and RRV (Table 4; Fig. 8d). However, this
correlation disappeared after controlling for upstream drainage area
(A), which is also positively correlated to MP (Table 4). This suggests
that the influence of MP on our average GHR rates is limited.

Nonetheless, gully headcut retreat rates are characterized by a very
large temporal variability. Fig. 9 shows the running average of RRL for
all gullies in our database that were monitored on a yearly basis for at
least 7 years, divided by the mean RRL for the entire measuring period.
Evidently, this ratio converges to one for each gully. However, for
shortmeasuring periods (b5 years), the average retreat rate can deviate
more than one order of magnitude from its long-term average value.
RRL estimates based on only one year of observation can deviate more
than 2 orders of magnitude from their long-term average value (mea-
sured over 7 to 17 years). Data with a similar temporal quality were
adcut retreat rates (RRV) of the 724 selected gullies.

Derived from Resolution

ed Original source of the GHR data N.A.
Original source of the GHR data N.A.

erence within a radius of 5 km) ERSDAC (2009) 30″ × 30″
le descriptions of the land use
ure of Hawkins et al. (2009)

Original source of the GHR data N.A.

New et al. (2002) 10′ × 10′
New et al. (2002) 10′ × 10′

nth (1961–1990) New et al. (2002) 10′ × 10′
on depth, divided by the New et al. (2002) 10′ × 10′

% (1983–2012) Ashouri et al. (2015) 15′ × 15′
ntially significant (1) or
sed on expert judgement)

Original source of the GHR data N.A.

ty of 10% in 50 years. Shedlock et al. (2000) 6′ × 6′

was derived. ‘N.A.’ indicates not applicable.



Table 4
Spearman's rank correlation coefficients between all considered factors (Table 3) and the observed volumetric gully headcut retreat rates (RRV) for the 724 gully headcuts selected for
detailed analyses.

MP A LR CN T Pa Pm RDN Pday99 SNOW PGA RRv

MP 1
A 0.32 1
LR −0.09 −0.32 1
CN 0.05 0.10 −0.05 1
T −0.14 −0.36 0.45 0.00 1
Pa −0.07 0.21 −0.43 0.11 0.10 1
Pm −0.15 0.09 −0.10 0.05 0.41 0.73 1
RDN −0.06 −0.11 0.17 0.16 0.78 0.46 0.79 1
Pday99 −0.02 −0.01 −0.29 0.00 0.31 0.73 0.64 0.47 1
SNOW 0.32 0.56 −0.46 0.01 −0.83 0.03 −0.20 −0.61 −0.10 1
PGA 0.00 −0.23 0.56 0.02 0.20 −0.67 −0.27 −0.01 −0.42 −0.24 1
RRv 0.18 0.34 0.03 0.14 0.45 0.39 0.60 0.67 0.38 −0.17 −0.13 1

Values in italic are insignificant (p N 0.05). Values in normal font are significant (p b 0.05), while values in bold are highly significant (p b 0.0001).
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not available for RRV. However, given the overall larger range in retreat
rates (Fig. 6), year-to-year deviations for volumetric retreat rates can be
expected to be at least as large. This implies that average GHR rates can
be subject to very large uncertaintieswhenmeasuring periods are short.
Similar results were also reported for soil loss rate measurements on
runoff plots (Maetens et al., 2012b) and catchment sediment yields,
where inter-annual variation can easily be the most dominant source
Fig. 8. Scatter plots showing the volumetric retreat rate (RRV) of the gullies selected for detailed
correlation between RRV and the rainy day normal (RDN). (b) Shows the correlation between R
the estimated Curve Number (CN) of the catchment draining to the gully head. (d) Shows the
indicates the number of gullies.
of uncertainty on mean values estimated from short measuring periods
(b5 years; Vanmaercke et al., 2012b).

Another striking observation about Fig. 9, is that for most gullies RRL

tends to decrease over time. For three of the four study areas, the
median retreat rate of all gullies during the first year of observation
was a factor 2 to 4 higher than the long-term average. Similar trends
were reported in other studies as well (e.g. Graf, 1977; Rutherford
analyses (see text) and various potentially explaining factors (see Table 3). (a) Shows the
RV and the area draining to the gully head (A). (c) Shows the correlation between RRV and
correlation between RRV and the corresponding length of the measuring period (MP). ‘n’



Fig. 9. Ratio of the running average of the linear gully headcut retreat rate, calculated over
the number of years indicated on the x-axis (RRL,RA) and the long-term average linear
gully headcut retreat rate, calculated over the entire measuring period (RRL,LT). Each
thin grey line corresponds to one gully headcut for which the linear retreat rate was
measured on an annual basis for 7 to 17 years (n = 178). Each thick line corresponds to
the average ratio of all gullies monitored in the same study: (1) average of 141 gullies in
the Udmurt region (Russia); (2) average of 6 gullies in the Netivot Area (Israel); (3) aver-
age of 3 gullies in the Negev Highlands (Israel); (4) average of 28 gullies in Tatarstan
(Russia).
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et al., 1997; Nachtergaele et al., 2002a; Vanwalleghem et al., 2005;
Makanzu Imwangana et al., 2015). Surprisingly, this tendency is oppo-
site to what is observed for time series of catchment sediment yield:
shorter measuring periods tend to underestimate long-term sediment
yields because they often do not capture disproportionately large events
(Vanmaercke et al., 2012b). The decrease in RRL may be attributable to
several reasons. A first cause may be that, as gullies retreat, the area
draining to the gully headcut becomes smaller. This may result in small-
er runoff (peak) discharges and, hence, lower retreat rates. Nonetheless,
this effect can most likely not explain the observed decreases in retreat
rates on its own. While many studies have observed a positive power
relationship between drainage area and GHR rate (see Table 1 for
examples), the exponent of this relationship is almost always less than
one and mostly around 0.5. This implies that upstream areas should
decrease with a factor 4 to 16 in order to explain the observed median
decrease in GHR (Fig. 9). Observed decreases in upstream areas due to
GHR are typically much smaller and in the order of only a few percent-
ages. Probably more important is the fact that gully headcuts often
originate on relatively steep slopes, consistent with the concept of an
area-slope threshold (e.g. Torri and Poesen, 2014). Once the headcut
retreats, it can migrate towards less steep slopes (e.g. on a plateau).
This (together with a decrease in A) could often result in a decrease in
stream power and hence lower GHR rates (e.g. Nachtergaele et al.,
2002b). Thirdly, gullies often get stabilized over time, either through
human intervention (such as check dam construction or revegetation;
e.g. Frankl et al., 2013) or by the development of natural vegetation,
resulting in a smaller average GHR rates over longer time periods. Final-
ly, it is possible that available measurements over shorter measuring
periods are biased towards higher retreat rates. I.e. it is possible that
some gullies in a given study area were selected for further monitoring
because of their high retreat rate during the first year(s) of observations,
while other (less actively retreating) gullies were not considered.
Whereas temporal variations in GHR rates may be largely coincidence,
such bias may help explain why for most gullies the initial GHR rate is
generally slightly higher than the long-term average retreat rate (Fig. 9).

Nonetheless, it should be noted that the 178 time series of annual
GHR rates used for Fig. 9 were derived from only 4 study sites, while
for one of the study sites (i.e. Tatarstan; Yermolaev, 2014) nodecreasing
trend was observed. Other studies reported a positive trend between
gully length (which can be expected to be strongly correlated to gully
age) and retreat rate (e.g. Beer and Johnson, 1963; Radoane et al.,
1995). As a result, the overall validity of the negative trends observed
in Fig. 9 remains uncertain. Also for our entire dataset of volumetric
retreat rates, we found no evidence that average RRV values are nega-
tively correlated to the measuring period, even after correcting for the
effect of other factors (see Section 5.2.2; Fig. 8d). This may be due to
the fact that, for many GHR rate observations in our dataset, the actual
age of the gully is unknown and may exceed the measuring period by
several years, decades or centuries. In addition, potential overestima-
tions due to short measuring periods (with estimations in the order of
a factor 2 to 5; see Makanzu Imwangana et al., 2015 and Fig. 9) are
relatively small when compared to the large year-to-year variations in
GHR rates (typically a factor 10 to 100; see Fig. 9) or with the very
large spatial variation in average GHR rates at a global scale (i.e. 7 orders
of magnitude; see Fig. 6).

5.4. Synthesis: a global gully headcut retreat model

Based on the results described in Sections 5.2 and 5.3, we construct-
ed a first simple multiple regression model that simulates the average
annual volumetric retreat rate of a gully headcut at the global scale.
Following the results of our statistical analyses (Section 5.2), we includ-
ed the rainy day normal (RDN) and upstream drainage area (A) as
explanatory factors. Other variables related to land use, topography,
soil characteristics, seismicity or other factors were not incorporated
as they did not explain a significant part of the observed spatial variation
in RRV. To account for the fact that RRV-values based on shortmeasuring
periods are subject to large uncertainties and potentially slightly overes-
timate the long-term average retreat rate (see Section 5.3), each obser-
vation was weighted according to the square root of the measuring
period. This is consistent with the central limit theorem, and a tech-
nique that is commonly used for constructing erosion or sediment ex-
port models (e.g. Cerdan et al., 2010; Vanmaercke et al., 2011b, 2012b;
de Vente et al., 2013). The model was fitted by conducting a weighted
multiple linear regression on the log-transformed data points (n =
724) and then back-transforming the fitted equation. This resulted in
the following model:

RRV ¼ 0:001 � A0:52 � RDN4:97 ð2Þ

With RRV the simulated volumetric gully headcut retreat rate
(in m3 y−1), A the upstream drainage area (in ha) and RDN the rainy
day normal (in mm day−1; see Table 3). Despite the limited number
of factors included, this model performswell and has a weighted coeffi-
cient of determination (Rw

2 ) of 0.68 (Fig. 10). This implies that A and
RDN explain almost 70% of the observed global variation in average
volumetric GHR rates after accounting for differences in measuring
period. For 76% of the gullies, the simulated value deviates less than
one order of magnitude from the observed value (while 96% of the
simulated values deviate less than two orders of magnitude; Fig. 10).
This indicates that, although uncertainties on individual RRV estimates
remain large, Eq. (2) can certainly be used to obtain first order assess-
ments of average volumetric GHR rates.

In accordance with our results described in Section 5.2.2, analyses of
the residues of our model revealed no other factors that could explain a
significant part of the observed variance in RRV. As shown in Fig. 11, the
distributions of model residues are very similar for gullies formed in
soils with a dominantly sandy, silty or clayey texture. Grouping the
residues according to the dominant land use in the upstream catchment
reveals some differences: after accounting for A and RDN, GHR rates
tend to be slightly higher when the upstream catchment is dominated
by urbanized area or rangeland and slightly lower when dominated by
arable land or forest (Fig. 11). These results are consistent with the
expected role of land use on runoff production and gully erosion



Fig. 10. The volumetric retreat rates (RRV) predicted using Eq. (2) versus the corresponding
observed RRV for the 724 selected gullies. Symbols are sized according to the duration of the
measuring period (MP). RW

2 indicates the coefficient of determination of the weighted
regression, where the weight of each observation corresponds to the square root of the
measuring period in years (see text). ‘n’ indicates the number of gullies.
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(e.g. Hawkins et al., 2009; Torri and Poesen, 2014; Rossi et al., in press;
Moeyersons et al., 2015) and suggest that our model can be further im-
proved by adding a land use factor. Nonetheless, a stepwise regression
analyses indicated that this was not the case. Neither the CN-value
(Table 3), nor a simpler scoring factor corresponding to the observed
median differences in residue distribution was selected as significant
variables. This is likely explained by the fact that the observed differ-
ences in residues between dominant land use classes remain very lim-
ited when compared to the overall range of RRV-values or model
residues (i.e. typicallywithin a factor 3; Fig. 11). Only for forested catch-
ments, observed RRV values are clearly smaller than their corresponding
values predicted with Eq. (2). However, this comparison is based on
only 14 data points. As discussed in Section 5.2.1, more detailed and ac-
curate data on land use conditions might have revealed a significant ef-
fect of land use on GHR rates. Nonetheless, this effect wouldmost likely
Fig. 11. Exceedance probability plots of the observed volumetric gully headcut retreat rate (RRV
for the 724 selected gullies (see text), subdivided according to the dominant land use in the area
headcut (right). ‘n’ indicates the number of gullies.
remain only secondary compared to the role of drainage area (A) and
rainfall intensity (RDN).

The exponent of A in ourmodel (Eq. (2)) fallswell within the range of
previously reported power relationships between upstream area and
GHR rate, indicating retreat rates are generally proportional to the square
root of their catchment area (e.g. Seginer, 1966; Vandekerckhove et al.,
2003; Nazari Samani et al., 2010; Rieke-Zapp and Nichols, 2011; Frankl
et al., 2012; Grellier et al., 2012; Li et al., 2015). However, the large
exponent of RDN clearly indicates that especially climatic variations
exert a very strong control over spatial variations in GHR rates at global
and continental scales. Our statistical analyses further support this
finding (see Section 5.2.1). The large role of climate and weather condi-
tions as a driver of GHR rates was already reported in some studies,
but remained hitherto largely unquantified (e.g. Poesen et al., 2003;
Moeyersons et al., 2015).

An important consequence of this finding is that gully erosion rates
are also highly sensitive to climate change. For example, current global
climate model projections forced by the Representative Concentration
Pathway 8.5 (RCP 8.5) indicate that for the period 2060–2089, precipi-
tation intensities during precipitating days (i.e. the RDN) will globally
be 5 to 25% higher compared to the period 1960–1989 (Polade et al.,
2014). Based on Eq. (2) and considering all other factors to remain
equal, this would imply that volumetric GHR rates will.

increase with 27 to 300%. While the spatial variation in predicted
RDN change is large, there are no significant land masses where RDN
is expected to decrease (Polade et al., 2014). Moreover, many tropical
and subtropical regions (e.g. Eastern Africa and India) are expected to
experience a strong increase in RDN (Polade et al., 2014). Due to a com-
bination of high rainfall intensities and the large pressure on land and
vegetation, gully erosion already forms an important problem in many
of these regions (e.g. Tekwa and Usman, 2010; Frankl et al., 2012;
Makanzu Imwangana et al., 2015; Ranga et al., in press). Our results sug-
gest that this challenge will significantly increase during the following
decades.

6. Conclusions and scope for further research

6.1. Summary and conclusions

Controlling gully erosion is an important challenge inmany environ-
ments worldwide. An important prerequisite in addressing this chal-
lenge is understanding the rates and factors controlling gully headcut
retreat (GHR). As this reviews showed, dozens of studies over the past
,obs), divided by the volumetric gully headcut retreat rate predicted using Eq. (2) (RRV,pred)
draining to the gully headcut (left) and according to the dominant soil texture at the gully
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decades have quantified GHR rates for specific gullies and have aimed to
identify the factors controlling these rates. However, almost all these
studies focused on a specific study area and only identified differences
in GHR rates at a local or a given regional scale. This review provided a
first important step towards understanding themagnitude and control-
ling factors of GHR rates at global and continental scales by compiling all
available measurements (Table 2) and conducting a meta-analysis on
these data.

A first important conclusion is that GHR rates show a very large spa-
tial variability at the global scale: linear, areal and volumetric retreat
rates vary over respectively five, six and seven orders of magnitude
(Fig. 6). Although for most gullies, only one average GHR rate was
reported, available time series indicated that also the year-to-year vari-
ability in GHR rates can be very large: in a given year, the GHR rate can
be zero but can also exceed the long-term average value by up to two or-
ders of magnitude (Fig. 9). This large temporal variability implies that
average GHR rates based on short (b5 years) measuring periods are
subject to important (N100%) uncertainties, regardless of other factors
that may influence the accuracy with which the GHR was determined.

Based on a subset of 724 gullies for which both the volumetric GHR
rate and the upstream drainage area was known, we explored the
factors controlling this large spatial variability. In accordance to most
local GHR studies (Table 1), upstream drainage area explained a signif-
icant part of the observed variability (Fig. 8b). Nonetheless, climate
clearly appears to be a much more relevant factor at a global scale. For
example, the rainy day normal (RDN, i.e. the average rainfall depth on
a rainy day) explained almost half of the observed variation in GHR
rates (Fig. 8a).

An important implication of this is that GHR ratesmay be highly sen-
sitive to climate change. Combining our analysis with available climate
predictions indicates that (when all other factors remain equal) GHR
rates will increase worldwide due to an increase in rainfall intensity.
In some (sub)tropical areas, average GHR rates may even triple. This is
a highly relevant issue, given the fact that gully erosion is already an
important problem in many of these areas.

Building on our analysis, we developed a regression model that al-
lows to simulate volumetric GHR rates, based on the upstream drainage
area of the gully headcut and the rainy day normal (Eq. (2)). To account
for the larger uncertainties associated with GHR rates based on short
measuring periods each observation was weighted proportionally to
its measuring period. Despite its simplicity, this model performs well:
it explains almost 70% of the observed variability in volumetric GHR
rates, while 76% of the simulations deviate less than an order of magni-
tude from their corresponding observed value (Fig. 10). Hence, this
model allows to make a robust first order assessment of GHR rates.

Nonetheless, the variance that could not be explained by our model
remains rather large. Part of this variance can be attributed to measur-
ing errors and uncertainties, but a large proportion is most probably
also due to other (local) factors that may control GHR rates (e.g. land
use, soil characteristics, topography, snowmelt and potentially seismic-
ity). The role of these factorswas exploredwith the available data. How-
ever, no statistical significant effects could be detected. This may be
explained by the fact that these factors could only be quantified based
on variables that provide only a crude representation of these factors.
Hence, more accurate (spatially and temporally explicit) variables
could potentially reveal other significant controls and improve our abil-
ity to simulate GHR rates. Nevertheless, the role of other factors in
explaining GHR rates at global and continental scale will probably re-
main only secondary compared to the role of climate and drainage area.

6.2. Scope for further research

This review not only improved our understanding of the magnitude
and controlling factors of gully headcut retreat rates. It also revealed
some important research gaps. Here we highlight some topics for fur-
ther research that could advance our understanding of gully erosion.
6.2.1. The need for additional data
This review compiled GHR rate measurements from 933 individual

gully headcuts worldwide (Table 2). One can reasonably argue that
this is enough and for several areas indeed a wealth of measurements
are available. Nonetheless, additional data could certainly further
improve our understanding (Fig. 1). For example, our analyses show
that rainfall intensity (e.g. as expressed by RDN) has a tremendous
influence on GHR rates (Fig. 8a). However, the currently available mea-
surements only cover areas with a RDN b 18 mm day−1, while in many
subtropical (monsoon affected) regions the RDN values can easily
exceed 20 mm day−1. For many of these regions, the rainfall intensity
is expected to increase strongly during the following decades. Nonethe-
less, based on the currently available data, it is unclear if the observed
relationship between RDN and GHR rates is also valid in these regions
with even higher rainfall intensities. In addition, most GHR rates avail-
able for regionswith a high RDNweremade in urbanized environments
while only few observations exist for other land use types.We therefore
believe that especially GHR rate measurements in regions with very
high rainfall intensities can further contribute to a better understanding
of gully erosion rates.
6.2.2. Understanding temporal variability of gully erosion rates
Available data showed that GHR rates can be subject to very large

temporal variabilities. Nonetheless the overall range of this variabil-
ity, its causes and its impacts on long-term average GHR rates remain
poorly understood. For example, many of the available time-series
data suggests that average GHR rates decrease as measuring periods
increase. While there are several potential mechanisms that could
explain such a decrease, it remains unclear to what extent such a
decrease is due to coincidence (or measuring biases) or to negative
feedbacks between GHR and its controlling factors (e.g. decreases in
contributing area and slope gradients). Addressing this issue is highly
relevant as it would indicate to what extent gully erosion rates vary as
a function of time and, hence, how representative available GHR
measurements are. Likewise, such insight is a vital step in better under-
standing how gullies can be stabilized over longer time periods. Cur-
rently, little is known about the long-term effectiveness of measures
aimed at stabilizing gullies. Detailed time series analyses of gully ero-
sion in combination with rainfall records and other environmental
data series could provide important insights into this but are currently
only scarcely available.
6.2.3. The role of land use and other factors
In our analyses, only upstreamdrainage area and rainfall-related fac-

tors significantly correlated to themeasured GHR rates. Since these two
factors alone already explained a dominant proportion of the observed
variance, it is likely that the role of other factors (e.g. land use, soil char-
acteristics, topography, snowmelt, seismicity) in explaining GHR rates
at global and continental scale is relatively limited. However, several
studies at local scales do indicate that such other factors are relevant
at a local scale (e.g. Table 1) and it is likely that they account for a
large part of the variance that could not be explained by our model
(Eq. (2); Fig. 10). Our understanding would strongly benefit from re-
search that aims at integrating the role of factors that control GHR
rates at global and continental scales (e.g. climate) with factors that
more likely play at local scales (e.g. land use patterns, soil characteris-
tics) and explores its potential interactions. Especially strategies that
try to integrate the role of different factors (land use, soil stoniness
and other soil characteristics, catchment size and shape, rainfall pat-
terns, runoff due to snowmelt in areas where this is relevant, etc.) by
using spatially and temporally explicit runoff models appear promising
here. Evidently, this will requiremore accurate (spatially and temporal-
ly explicit) data on potential controlling factors whichwere unavailable
in the framework of this review.
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6.2.4. From gully headcut retreat to gully erosion
Whereas this study focused on gully headcut retreat, the total soil

loss by gully erosion in an area depends on other factors as well. These
include: the frequency with which new gullies originate, the gully
density, the number of gully headcuts and the rate of lateral gully
expansion. Many of these factors and processes have been the subject
of previous research. Quantifying total gully erosion rates for specific
areas or estimating the contribution of gully erosion to catchment
sediment yield will require an integration of these different aspects.
For example, higher gully densities can be expected to result in higher
erosion rates, but will also decrease the average area draining to each
headcut. This in turn could result in lower erosion rates. This negative
feedback also closely relates to the issue of temporal variations in
gully erosion rates discussed above. Aiming at identifying and under-
standing the many interactions between the different processes and
factors that control the total soil loss by gully erosion therefore offers
a challenging but highly promising strategy for further research.
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